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Deep Learning has led to tremendous success

GLUE Benchmark SUPERGLUE Benchmark

Transformer-based self-supervised pre-trained models

Tasks: Classification, Structured Prediction, Span Prediction, Semantic Similarity



Maths

Explanations

Plotting

Understanding 
Programs

(SparksOfAGI)

Drawing



Large Language Models show great performance 
on diverse open-ended tasks

Transformer-based self-supervised decoder only models

Tasks: Open-ended Question Answering evaluated on dynamic questions based on human preferences 

(LMSys Chatbot Arena)



What is the recipe behind the success of English NLP?

Collect a large amount 
of textual data

Learn a language model 
using very large neural 

networks trained for a long time

Finetune the language model 
on reasonable amount of data

Lot of memory & 
computation

Lot of monolingual data
Lot of supervised data

BERT → encoder 
BART → encoder-decoder
GPT   → decoder

• Task-specific
• General instruction-response
• Human Preference

In-context learning abilities in LLMs



Benefits of LLMs are mostly limited to English

(BUFFET, MEGA, ChatGptMT,ChatGptMLing)

Performance on translation 
averaged across languages

Performance on translation 
High vs low resource

• Significant gap between English and other languages on multiple tasks

• High-resource and Latin script languages can give good performance on GPT

• Poor performance on low-resource languages 

• Translate-test is a strong baseline

• Open-source models lag behind GPT models ➔ they are very English heavy

Results on QnA

Results on XNLI



Disparity in linguistic resources has always been an issue for NLP

Wikipedia/CommonCrawl data as a proxy for monolingual data availability

How do we bring the state-of-the-art NLP solutions to all languages?

Can we train such large models for all languages? 

Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2023.



The proposed recipe for multilingual NLP

Collect a large amount 
of monolingual and/or 

parallel data

Learn a multilingual language 
model 

Lot of memory & 
computation

Lot of monolingual data
Supervised data limited for 

many languages

mBERT
mBART/mT5

AYA

But not all languages have such data ….
Joint learning leads to transfer of knowledge across languages  

Finetune the language model 
on reasonable amount of data 
from one or more languages

• Task-specific
• General instruction-response
• Human Preference



Transfer Learning

Joint Learning

Finetuning

L1 L2

Inference

Data

Model

L1 or L2

Test 
Instance

• Analogy to Multi-task learning  ➔ Task ≡ Language

• Related Tasks can share representations

• Representation Bias: Generalize over multiple languages

• Eavesdropping

• Data Augmentation

(Caruana., 1997)



Similar words and sentences across languages have similar embeddings
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A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings
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A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)

Similar text across 
languages should have 

similar embeddings 



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)

Pre-process to facilitate 
similar embeddings across 

languages?



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)

How to support multiple 
target languages?
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Word Embeddings
Distributed, dense vector representations of words that capture similarities between words 

“Words that occur in similar contexts  tend to have similar meanings”
    - Turney and Pantel (2010)

He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad



𝑒𝑚𝑏𝑒𝑑(𝑦) = 𝑓(𝑒𝑚𝑏𝑒𝑑(𝑥))

𝑥, 𝑦 are source and target words
𝑒𝑚𝑏𝑒𝑑 𝑤 : embedding for word 𝑤

(Source: Khapra and Chandar, 2016)



Is it possible to learn mapping functions?

(Source: Mikolov et al., 2013)

• Languages share concepts ground in 
the real world 

• Some evidence of universal semantic 
structure (Youn et al., 2016)

• Isomorphism between embedding 
spaces (Mikolov et al., 2013)

• Isomorphism can be captured via a 
linear transformation



XW = 𝑌

Supervised Learning

𝑊∗ = argmin
𝑊∈ℝ𝑑

‖𝑋𝑊 − 𝑌 ‖2
2

We can have a closed form solution:

𝑋+ = (𝑋𝑇𝑋)−1𝑋𝑇

𝑊∗ = 𝑋+𝑌

Canonical Correlation Analysis (CCA)
(Faruqui and Dyer, 2014; 
Ammar et al. 2015)

(Mikolov et al., 2013; Xing et al., 2015; Artetxe et al., 2016; Smith et al., 2017)

Linear Least Square and variants

GeoMM (Jawanpuria et al., 2019) 

Methods mapping different languages to a common space

MUSE is popular toolkit to learn cross-lingual word embeddings  https://github.com/facebookresearch/MUSE 

https://github.com/facebookresearch/MUSE


A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)

Initialize model with 
cross-lingual word 

embeddings
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Multilingual Language Models



Encoder Models for NLU: mBERT (Multilingual BERT)

• Simple extension to monolingual BERT training

• BERT trained jointly on monolingual data from Wikipedias of 104 languages

• Standard MLM objective

• Shared word-piece vocabulary (110k shared WordPiece)

• No parallel resources to provide translation information across languages

Temperature based data sampling to address data skew
(during vocab construction and pre-training)

Data Distribution
Language l

Sampling Probability
Language l

104 languages, 12-layer, 768-hidden, 12-heads, 172M parameters



Surprisingly good at zero-shot cross-lingual model transfer

Pretrain on monolingual 
data from  

100 languages

Finetuning on English 
data for task

Test on language X for 
task

XNLI

NER



Can we do better data and larger models?

XLM-R

Conneau et al. Facebook. Unsupervised Cross-lingual Representation Learning at Scale. ACL 2020



Essentially mBERT architecture

Train on very large dataset (CommonCrawl derived CC-100 dataset)

Increased Model capacity



Tradeoff studies

Factors that improve model quality

• Larger model capacity helps

• More monolingual data is better

• Longer Pre-training
• Don’t use validation perplexity for early stopping of pre-training

• Larger vocabulary

• Larger batch size while pre-training

• Performance degrades with increasing number of pretraining languages

• Right trade-off of using high vs low resource languages via data sampling

Positive transfer vs. capacity dilution
High vs. low resource language performance



mBERT does not use any cross-lingual signals for learning …
Why does multilingual BERT work?

What is the nature of the multilingual representations?



Does word-piece overlap explain zeroshot performance of 
mBERT?

For English-BERT, the NER 
performance increases with 
word overlap

For M-BERT, the NER 
performance is not strongly 
correlated to wordpiece overlap

M-BERT learns about language 
structure beyond word-piece 
overlap

Pires et al., Google. How multilingual is Multilingual BERT? ACL. 2019.



Zero-short transfer happens even hold even though the scripts 
are different

Does not generalize for all languages – see Japanese which has a 
different word order from English



How does typological similarity affect M-BERT’s ability to generalize?

Performance is best when transferring between languages that share word order features

Cannot learn syntactic transformations

Study of effect of grammatical features related to ordering



Hypothesis: 

Word pieces used in all languages (numbers, URLs, etc) which have to be mapped to 
a shared space forces the co-occurring pieces to also be mapped to a shared space, 
thus spreading the effect to other word pieces, until different languages are close to 
a shared space

Why does multilingual BERT work?

Similar findings in
Shijie Wu, Mark Dredze. Beto, Bentz, Becas: The Surprising Cross-Lingual Effectiveness of BERT. EMNLP 2019.

Somewhat different findings in:
Karthikeyan K, Zihan Wang, Stephen Mayhew, Dan Roth. Cross-Lingual Ability of Multilingual BERT: An Empirical Study. ICLR. 2020.

• Lexical overlap does not matter (Use FakeEnglish to destroy lexical similarity)

• Structural similarity matters



How language neural is mBERT?

• Representations cluster by language family

• Language information is still maintained at each layer

• Mean centering the embeddings per language can 
improve language invariant behaviour

Libovicky et al., On the Language Neutrality of Pre-trained Multilingual Representations. EMNLP-Findings. 2020.



Language-family specific pre-trained models
IndicBERT➔ model for 22 Indian languages + English)

1. Doddapaneni et al. Towards Leaving No Indic Language Behind: Building Monolingual Corpora, Benchmark and Models for Indic Languages. ACL. 2023

2. Khanuja et al. MuRIL: Multilingual Representations for Indian Languages. https://arxiv.org/abs/2103.10730. 2021.
3. Divyanshu Kakwani, etal., AI4Bharat/Microsoft India. IndicNLPSuite: Monolingual Corpora, Evaluation Benchmarks and Pre-trained Multilingual Language Models for 

Indian Languages. EMNLP-Findings . 2020.

Compact models can outperform large models built for 100+ languages

https://arxiv.org/abs/2103.10730


How do we use parallel data to improve multilingual models?



Input two sentence from different languages

Model alternates with MLM and TLM objectives

TLM ➔ the model can look at both sentences to predict masked token

XLM Conneau., et al. Facebook. Cross-lingual Language Model Pretraining. NeurIPS. 2019.

Huang et al., Microsoft. Unicoder: A Universal Language Encoder by Pre-training with Multiple Cross-lingual Tasks. EMNLP. 2019.Cross-lingual objectives →

Wei et al. Alibaba. ON LEARNING UNIVERSAL REPRESENTATIONS ACROSS LANGUAGES. ICLR 2021.Contrastive objectives →



XLM-R HiCTL

Models utilizing parallel data seem to generate more language agnostic representations

In terms of downstream tasks, retrieval tasks gain the most – gains are modest for other tasks



Finetuning Strategies



Translation Baselines

Translate Train

Finetuning

L1 L2

Inference

Data

Model

L2

Test 
Instance

Translate Test

Translated 
Data

Finetuning

L1

Inference

Data

Model

L2 L1

Test 
Instance

translate



Translating all training data works best

Translate-Train-All

Translate-Train

Above results on Unicoder for XNLI



Finetuning Scenarios
Joint Learning

Finetuning

L1 L2

Inference

Data

Model

L1 or L2

Test 
Instance

Finetuning L1

L1

L2
Finetuning L2

Data

Model

L2

Test 
Instance

Inference

Zeroshot Learning

Finetuning

L1

Inference

Data

Model

L2

Multi-stage Learning



Adapters



Multilingual adapters

Limited capacity to share amongst multiple languages
• Low-resource language don’t get enough representation
• Performance on high resource languages suffers

Introduce small adapter networks for specific 
languages/tasks
• Better utilization of model capacity
• Adapt the model to new languages
• Parameter efficient adapters 

Adapter 
layer

Train baseline model 
  ➔ Freeze parameters 
  ➔ Introduce adapter modules
  ➔ Finetune adapter parameters

Pfeffer et al. MAD-X: An Adapter-Based Framework for Multi-Task Cross-Lingual Transfer. 
EMNLP 2020.

adapter-transformers + Adapter Hub: https://adapterhub.ml 

https://adapterhub.ml/
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Mining Task-specific Datasets

In-language datasets are always useful ➔ expensive to create 

Transfer learning does not work well for some problems. POS tagging, NER, etc.

Can datasets be mined from public sources? 



Nearest Neighbor 
Mining

(वाक्य 1, Sentence 1)
(वाक्य 3, Sentence 4)
(वाक्य 5, Sentence 5)

Parallel Corpus Mining from Machine Translation

…

EN-doc1

…

Sent-1

Sent-2

…

HI-doc1

…

Sent-1

Sent-2

…

[0.1, 0.4..]

[0.3, 0.1..]

…

[0.2, 0.9..]

[0.7, 0.4..]

LABSE 
embedding

LABSE 
embedding

Sentence-level

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB. 2019. arXiv:1911.04944



Creativity is the limit for mining data of 
different kinds! Murmu assumed 

office on 25th July 
and succeeded Ram 
Nath Kovind

BIOGRAPHY GENERATION
Mining NLU/NLG Datasets



Mining Named Entities

52

Parallel Corpus

English Indic Language

India is the largest country in South Asia. ಭಾರತ ದಕಿ್ಷಣ ಏಷ್ಯಾ ದ ಅತಿ ದೊಡ್ಡ  
ದೇಶ.

Mithali Raj was the captain of Indian women's 
cricket.

मिताली राज भारतीय िहिला क्रिकेट की 
कप्तान रिीीं ।

… …

Bert-Base English NER

[India]LOC is the largest country in [South Asia]LOC

ಭಾರತ ದಕಿ್ಷಣ ಏಷ್ಯಾ ದ ಅತಿ ದೊಡ್ಡ  

ದೇಶ.

Project 

Entities

Infer Entity 

Labels

Labelled Dataset

[ಭಾರತ]LOC [ದಕ್ಷಣ ಏಷ್ಯಾ ದ]LOC ಅತಿ ದೊಡ್ಡ  
ದೇಶ.

Yarowsky, D., Ngai, G., and Wicentowski, R. (2001). Inducing multilingual text analysis tools via robust projection across aligned corpora. In Proceedings of the first International Conference 
on Human language technology research.



Summary

• Large model, large data, correct parametrization of models helpful
• Transfer learning works best between related languages
• Use of parallel data, sentence-level objectives to improve representation 

alignment
• Effect of parallel data 

• Retrieval tasks improve
• Other tasks do not improve as much
• Helpful for languages with different scripts

• Translate-train-all performs very well

• Have expert model components can improve performance 

• Mine in-language data where you can ➔ very useful 



Multilingual NLG



Introduction

• Multilingual extension to pre-trained NLG models

• Supporting tasks like Machine Translation, Summarization, Free-form 
Question Answering, Grammar Correction, Paraphrasing, etc.

• Desired Model Capabilities
• Joint models for multiple languages
• Transfer learning for low-resource scenarios
• Zero-shot model performance
• Cross-lingual tasks e.g. document in one language, summary in another

• Generation stage needs to balance between
•  Language agnostic representation
• Language specific surface realization



Encoder-Decoder Models: mBART/mT5

• Simple modification to mBERT training ➔ Jointly train monolingual Denoising Auto-Encoder (DAE) objective

• Target language tag: Special token as input to identify target language to generate. Token can be: 

(1) In the input stream OR  (2) initial “forced” decoder output

• Source language tag: input sequence (optional)

Liu et al., Multilingual denoising pre-training for neural machine translation. TACL. 2020.
Xue et al. mT5: A massively multilingual pre-trained text-to-text transformer. 2020. https://arxiv.org/abs/2010.11934  
Chi et al. Cross-Lingual Natural Language Generation via Pre-Training. AAAI 2020.
ZCODE

Additional Objectives
(1) MLM on encoder side 
(2) Cross-lingual MLM & DAE objectives

https://arxiv.org/abs/2010.11934


Cross-lingual Representations

• Encoder and decoder representations become more language agnostic in higher layers 
• English representations differ depending on the language on the other side 

• Encoder-decoder representation boundary is blurry 

Kudugunta et al. Investigating multilkingual NMT representations at Scale. EMNLP 2019.



Decoder Models: BLOOM/xGLM/AYA/GPT

• Simple modification to mBERT training ➔ 

• Jointly train Causal Language Modeling/Next word prediction objective

• Standard Architecture for LLMs

• Target language tokens not used for generation

• Flexible instruction following capabilities used to specify target language in prompt 

• Consideration: English data far outstrips data from other languages 



Multilingual LLMs

• Very few multilingual LLMs

• Most LLMs are very English heavy 
• Focus on English

• English data far outstrips LLMs for other languages 

(Xfactr)

(BUFFET, MEGA, ChatGptMT)

Limited tokenizer representation for 
most non-English languages 

Fertility ➔number of tokens per word
High fertility ➔ low-efficiency, suboptimal 
representations 

• Do English-heavy LLMs have any non-English capabilities? How?
• Prohibitively expensive to train multilingual LLMs from scratch, is it possible to extend English LLMs to new 

languages?



Do English LLMs have some inherent 
multilingual capabilities?
Yes, to some extent … 

Why? – during training they might have been exposed to some non-English data 

• Documents with multiple languages 

• Incorrect LID

How good are the multilingual capabilities?

• Might be ok at language understanding e.g. classification, sentiment analysis 

• Bad at generation 

• Better on Latin script languages 

• Languages with better pre-training representation perform better 



How do English LLM achieve multilingual capabilities?
• Do LLMs think in English? 

• Do LLM use English as a pivot 
for decision making?

Bottom layers: Feature learning 

Middle layers: Concept mapping to language tokens
  (with English bias) 

Top layers: Language generation in target language

There are language-specific neurons

(LmaLatent,PNLD,LSP)

The central question in building multilingual LLM 
is to bring representations of English and other 
languages closer to achieve good cross-lingual 
transfer 



Extending English LLMs to Non-English 
Languages

Vocabulary 
Expansion

Continued Pre-
training

Instruction-finetuningHuman Preference 
Alignment

English LLM

Multilingual LLM



Large-scale, Document-level Datasets

Wide coverage of topics

Representation of culture-specific data, native literature

High Quality Documents

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

Multilingual corpora like 
mC4, CC-100, CulturaX 

are good starting points

Build custom language (group) specific collections to address gaps

?

?



Data from different 
modalities – 
audio/OCR

Filtering pipeline to 
ensure high-quality

High –quality 
sources

OCR to unlock 
diverse regional 

and cultural 
content in PDFs

Translations and 
Transliterations to 

enable cross-lingual 
transfer

(IndicLLMSuite)

SANGRAHA

Creating high-quality pre-training 
data at scale for Indic languages



What if vocabulary is under-represented?

High Fertility → More memory consumption, more decoding time, limit on longest processable sequence

Fertility = Average number of tokens per word

Model Hindi Fertility

GPT4 5.32

Llama2 5.83

Mistral 5.60

BLOOM 1.38



How to extend tokenizer vocabulary? 

Monolingual 
Data

Train Tokenizer New Vocab

Existing Vocab Extended VocabConcat

Initialize new 
Embeddings 

Base LLM

LLM with 
extended vocab



Base LLM

Monolingual 
Data

Continual 
Pre-training

CPT LLM

Causal Language Modeling Objective

Train on document-level data

Finetuning on long, coherent sequences 
helps model learn and correlate different 
pieces of knowledge

To avoid forgetting English competence and knowledge
• Include English in the pre-training data 
To align English and new language
• Pre-train on parallel data 
• Pre-train using romanized data
• (ChineseLLama, OpenHathi,RomanSetu,IndicMonoDoc,Tower,Palm2)



CPT LLM

IFT dataset
(instruction,

Input, output)

Instruction 
Finetuning

IFT LLM

Supervised Modeling Objective

Train on in-language IFT dataset

Sources of IFT dataset 
Quality and diversity of IFT dataset

To retain English task performance
• Include English in the IFT training 



Instruction Tuning Tasks

• English Data IFT (SDRRL)

• In-language IFT with Machine Translated Data (Airavat,Okapi)

• Locally/Culturally relevant IFT data (SeaLLM,IndicLLMSuite)

• Parallel Data

• Monolingual Data (SDRRL)

• Romanized IFT Data (RomanSetu)

• Cross-lingual Thought Data  (PLUG)

• Cross-lingual IFT Data (SDDRL)

• Code-switched IFT Data

Let’s look at some of these tasks in detail

Generating IFT Data

Auxiliary Tasks

Transforming IFT 
Datasets

Variety of tasks/objectives to improve non-English performance 



Cross-Lingual Thought data

Standard IFT TaCo
Nepali 39.3 88.1
Persian 46.5 83.9

Evaluation on translated Vicuna Benchmark with GPT4

Finetune

Finetuned LLM

(TaCo,PLUG)

Limitations
• Reduced maximum sequence length
• Increased latency

The PLUG paper also shows improvements (discussed later)



Cross-Lingual Instruction Tuning

(𝑄𝑒𝑛, 𝐴𝑒𝑛) (𝑄ℎ𝑖 , 𝐴ℎ𝑖)

(𝑄ℎ𝑖 , 𝐴𝑒𝑛) (𝑄𝑒𝑛, 𝐴ℎ𝑖)

In-language 
instruction sets

Cross-language 
instruction sets

English Non-English

Cross-lingual instruction help the model to align languages and think in English

Avoids intermediate English generation of Cross-lingual Thought Prompting

𝑄ℎ𝑖: िैं अपने सिय प्रबींधन कौशल को कैसे सधुार सकता ि ूँ? िझु े5 सींक्षिप्त ंबीं  ु ीयजये।

𝐴𝑒𝑛: 
1. Prioritize tasks based on importance and urgency.
2. Set specific goals with deadlines (SMART goals).
3. Use time management tools like calendars and apps.
4. Minimize distractions to maintain focus.
5. Regularly review and adjust your schedule for better efficiency.

(SDDRL,XCOT,CIT)

Jointly optimize 
all these 

objectives



Romanized Representation
Just like pre-training, use romanized representation for IFT too

(RomanSetu)

• Continual Pre-training with romanized data is crucial
• NLG task performance improves with romanized data
• NLU task performance is on par, though more efficient
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Benchmarks for Multilingual 
Learning



XTREME
Cross-lingual TRansfer Evaluation of Multilingual Encoders (XTREME) benchmark

Task Difficulty, Task Diversity, Language Diversity, Sufficient Monolingual data, Efficiency, Accessibility

40 languages, 12 language families, 9 tasks, 4 task types



IndicNLG Benchmark

Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish 

Puduppully, Anoop Kunchukuttan, Mitesh M. Khapra, Pratyush 

Kumar. IndicNLG Suite: Multilingual Datasets for Diverse NLG 

Tasks in Indic Languages. arxiv preprint 2203.05437. 2022.

5 datasets in 11 Indian languages

MTG Benchmark 4 datasets in 5 languages

Yiran Chen, Zhenqiao Song, Xianze Wu, Danqing Wang, Jingjing Xu, Jiaze Chen, Hao Zhou, and Lei Li. 2022. MTG: A Benchmark Suite for Multilingual Text 
Generation NAACL-Findings. 2022

NLG Benchmarks

https://aclanthology.org/2022.findings-naacl.192
https://aclanthology.org/2022.findings-naacl.192


GEMv2 Benchmark

GEMv2 aggregates 40 documented 

datasets in 51 languages

Sebastian Gehrmann, Abhik Bhattacharjee et al.. GEMv2: Multilingual 

NLG Benchmarking in a Single Line of Code. Arxiv 2206.11249. 2022

Machine Translation Benchmarks

• FLORES-200
• NTREX
• BPCC-IN22



Multilingual LLM Benchmarks for Open-ended 
tasks
• Very few such benchmarks 

• Some examples: covers only a few languages  
• Aya Evaluation Suite

• MGSM for Math Problems 

• Multilingual MMLU from OpenAI

• Machine Translated versions of various English datasets are available
• Vicuna, ALPACA, MMLU, ARC, Dolly



Evaluation Metrics

• Evaluation of text is a challenging task 

• How good is an evaluation metric?

• Particularly, methods that are applicable to multiple languages 
• Morphology and grammar of languages vary 
• Resource available for building and meta-evaluating evaluation models vary

• Popular evaluation metrics 
• String-based: BLEU, ROUGE, chrF
• Embedding-based: BERTScore 
• Learned Metrics: COMET, BLEURT 
• LLM as Judge: GEMBA, G-Eval, Prometheus, CIA 

https://github.com/AI4Bharat/CIA 

https://github.com/AI4Bharat/CIA


Summary

• Deep Learning has revolutionized multilingual representation learning
• Word representations → Pre-trained LM with monolingual objectives → 

bilingual objectives

• Opened up possibilities 
• Multilingual training, Zero-shot performance, Compact models 
• Support low-resource languages and domains via transfer Learning

• Both multilingual NLU and NLG made possible
• Multilingual NLG is more challenging

• Effectiveness of multilingual transfer depends on task complexity, 
language relatedness

• Efficient Multilingual Evaluation is a challenge



Resources

Survey Papers & Tutorials: 

Sumanth Doddapaneni, Gowtham Ramesh, Anoop Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra. A Primer on Pretrained 
Multilingual Language Models. 2021. https://arxiv.org/abs/2107.00676 

Yuemei Xu, Ling Hu, Jiayi Zhao, Zihan Qiu, Yuqi Ye, Hanwen Gu. A Survey on Multilingual Large Language Models: Corpora, 
Alignment, and Bias. 2023. https://arxiv.org/abs/2404.00929 

Raj Dabre, Chenhui Chu, Anoop Kunchukuttan. Multilingual Machine Translation. [Survey paper at ACM Computing Surveys 
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