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Deep Learning has led to tremendous success

Transformer-based self-supervised pre-trained models

GLUE Benchmark SUPERGLUE Benchmark

Rank Name Model URL Score Rank Name Model URL Score E
1 ERNIE Team - Baidu ERNIE & 909
‘ ) A + 1 Zirui Wang T5 + Meena, Single Model (Meena Team - Google Brain) 90.4
2 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 EJ 90.8
o PFLIFLTER MachLBERT = DIEM 7 |dfm 2 DeBERTa Team - Microsoft ~ DeBERTa / TuringNLRv4 4 w03
4= 4 Albaba DAMO NLP StructBERT + TAPT & ws
[ 3 SuperGLUE Human Baselines SuperGLUE Human Baselines 89.8 ]
== 5 PING-AN Omni-Sinitic ALBERT + DAAF + NAS 90.6
6 T5 Team - Google S ' 23 |da 4 T5Team- Google T5 EAE-F
7  Microsoft D365 Al & MSR Al & GATECHMT-DNN-SMART C);' 89.9
o= 5 Huawei Noah's Ark Lab NEZHA-Plus AT,
+ 8 Huawei Noah's Ark Lab NEZHA-Large 89.8 |
+ 9 Zihang Dai Funnel-Transformer (Ensemble B10-10-10H1024) C}J. 89.7 + 6 Alibaba PAI&ICBU PAI Albert 86.1

Tasks: Classification, Structured Prediction, Span Prediction, Semantic Similarity



Prompt: Can you write a proof that there are infinitely Prompt: Draw a unicorn in TiKZ. Prompt: Can you generate a pyplot for the following data: = = [1,3,5,6,8],y1 = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =
many primes, with every line that rhymes? [5,1,2,3,4].y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in
below. I want the legend of y1 to be "bob”, y2 to be "alice”, y3 to be "bilbo”, y4 to be "allie”. I want the z-axis to be
GPT-4: GPT-4: [Produces IX[EX compiling to labeled with "time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not

¥ I think T following picture.] 5 5 g ; . A
©8s . can, use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make

o

?E;gst:;tmésh:m:ﬁ; :uzii;i ii:ﬁf., DraWI ng it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
Which shows that primes aren’t just aloof. fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the
Assume we have a finite list, pie chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three -
0f primes, and that none have been missed. plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. Plottl ng
Multiply them all together,

And add one, just to be clever.
Maths The result will be a number,

That has no prime factors, oh wonder!

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

But every number has a prime, GPT-4: [We give two snapshots from the animation resulting from the produced code]
That divides it, it’s just a matter of time.
So we’ve found a contradiction, ] ] [ | ] Bob and Alice Bilbo Bob and Alice 8ilbo
And our finite list needs eviction. — bob ] — bibo — bob [
There must be infinitely many primes, j | B i :‘7 =
And that’s the end of my rhyming lines.s u ’ a
3 5 13

_______________________________________________________________________________ 51 z, Fsd

w0 A 101
Prompt: Can you gencrate a pyplot for the following data: = = [1,3,5,6,8),y1 = [2,3,5,18,1],y2 = [3,5,6,8,1], 43 = s FogpEs ; £ s Fope
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but ¥3 is in another plot next to that plc is i o . E o1
below. I want the legend of y1 to be "bob”, y2 to be "alice’ ; TR Y ey W a R BOR BT LR e W8 y oA o, e
labeled with ”time” and y axis to be labeled with "money”. 1 want to add a 10 %-40% random error bar to each curve, i  Alie - Fractions at time 3.26 Allie - Fractions at time 7.86
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not * : e T aice

. . . . . . 2 4 ahice 124 bob

use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make beb
it look more real. I want to put a baseline as the mean of each line. 1 want to put a pie chart below indicating the » *
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the § * g s
pic chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three ¢ bibo ) Y ...
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. : i : bito
Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps: — T " — —

. Prompt:
GPT-4: GPT-4:

User: After the first bar G2AB c2BA, you struct mystruct A { char a; int b; char ¢; } x;

This is a conversation between a user and an struct mystruct_ B { int b; char a; char ¢; } y;

artificial intelligence agent that follows
instructions or answers questions. The AI example of a change to the notes in the #include <stdio.h>

always follows the instructions correctly. first bar that would have caused you to int main(void) { .

-—= pick D instead of G as the first note in the printf("Size of x: %zu bytes\n", sizeof(x));
intf("Si f y: %zu bytes\n", si f(y));

User: Can you compose a short tune (say four second bar. }rn;zrn 0.129 OF ¥ lzu bytesin sizeolly

to eight bars) using ABC notation? AI:One possible change to the notes in the }

AI: There are many possible ways to compose first bar that would have caused me to pick
a short tune in abc notation, but here is D instead of G as the first note in the sec Possible Output:

Explanations one example: ond bar is: Understanding

chose G to start the next bar. Give an

X1 GPT-4:
T:Example Tune
P | :G2AB c2Bc | ... There are different ways to implement and align structures in memory, Prog ra ms

M:4/4 so the exact output may vary depending on the compiler, platform, and
L:1/8 options used. However, ome possible output is:
K:C This change creates a stronger cadence on Size of x: 12 bytes

:G2AB c2BA | G2AB c2c2 | edcB c2BA | G4- the C note at the end of the first bar, Size of y: 8 bytes
G2z2 : | which is the fifth degree of the scale. This This output assumes that the compiler uses 4-byte alignment for

. - structures, meaning that each structure member starts at an
| :c2de f2ed | c2de f2f2 | g2fe d2cB | c4- suggests a modulation to the dominant key of offset that is a mEltlpls of 4 bytes from the beginning of the
c2z2 :| G major, which has D as its fifth degree. structure. This may result in some padding bytes being inserted
- between or after the members to maintain alignment. For example,

This tune has two four-bar phrases, each Therefore, starting the second bar with D in %, there may be 3 padding bytes after a and 3 padding bytes after c,

3 ] while in y, there may be no padding at all. The size of a structure is
EEpEEEtl eree, Fommlay am [\ jpEws £l & L would create a smooth transition to the new the sum of the sizes of its members plus any padding bytes.

part. The key is C major. key and imply a harmonic progression of V-I. (SparkSOfAGl)




Large Language Models show great performance

= Model

GPT-40-2024-05-13

on diverse open-ended tasks

Transformer-based self-supervised decoder only models
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What is the recipe behind the success of English NLP?

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, Il milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

« s
P e . WIKIPEDIA
_ The Free Encyclopedia

CorPug

How did some suspect that Polo learned about
China instead of by actually visiting it?

BERT = encoder Answer: through contact with Persian traders
BART > encoder-decoder

GPT -> decoder Finetune the language model

on reasonable amount of data
Collect a large amount Learn a language model

of textual data using very large neural

. . » Task-specific
networks trained for a long time pecif

e General instruction-response
* Human Preference

Lot of monolingual data Lot of memory & In-context learning abilities in LLMs

computation Lot of supervised data



Benefits of LLMs are mostly limited to English

Language Cat ChatGPT Language Cat. —E'S‘GPTF(;’“) Lang BL%EIGIE;I'F BLEI\{I]LLBC -
" (en) (spc) English _ H 560 749 ave.  avg. sp_Cyl | 136 326 | 434 597
English  H 702 702 Resim i 3020 #langs. _chrF_BLEU wolam | 293 150 | 267 500
T T €08 454 German  H 459 658  “ChatGPT (O-shot) 203 323 16 ke lam | 004 205 | 143 375
usstan ' ' Chinese  H - 37.1°42.3 ChatGPT (5-sho) 203 331 173 nso Lam | 3.60 167 | 265 508
German H 645 51.1 Spanish — H 41.8 658 GPT-4 20 446 246
. ' ’ Vietnamese H 36.1  57.3 NLLB 201 45'3 271 jpn_Jpan 284 329 201 279
Chinese H 582 355 Turkish M 345 564 : : nno_Latn 371 587 | 334 536
FI‘CnCh H 64 8 42 2 Arabic M 32.0 50.3 G’OOgle 115 52‘2 34'6 zho_Hans 36.3 31.0 26.6 22.8
Spanish . 65-8 47° 4 Greek M 297 450 Zho—iimb §§'2 i:-;‘ 3;‘ ;‘1*-8
panis ' ’ Thai_ M 312 434 Performance on translation aem_Ara 2 ' '
Vletgamese H 554 4438 ;I“/‘:rj;ge M ;zg g;i averaged across languages
Turkish M 57.1 37.1 : : Performance on translation
Arabic M 553 223 Results on QnA High vs low resource
Greek M 559 545
Thai M 447 115
Bulgarian M 59.7 44.6 » Significant gap between English and other languages on multiple tasks
Hindi M 488 5.6
Urdu L 437 63 * High-resource and Latin script languages can give good performance on GPT
hili X . 40,
Swahili S03 408 « Poor performance on low-resource languages
Results on XNLI e Translate-test is a strong baseline

* Open-source models lag behind GPT models = they are very English heavy

(BUFFET, MEGA, ChatGptMT,ChatGptMLing)



Disparity in linguistic resources has always been an issue for NLP

Wikipedia/CommonCrawl! data as a proxy for monolingual data availability

@5 Class 0 (The left-behinds) - Gondi, Mundari @ 168 ’/,':‘“
s X3) ls 1 (The Scraping-B ’S) - Bhojpuri, Assamese < "a@ ':
\6/ == p g ) lp td g loz ___|\\Q.-”/
-] st
> ] -
&3 Class 3 (Thc Rising grare) - Tamil, Marathi ﬁ 10! 13 ) LA
= e sy AL < - SN 2 N
®@ C(lass 4 (The Underdogs) - Bengali, Hindi 10° e ol B

¥ el 3
10° 10" 102 10° 104 105 10 107
Unlabeled data (log)

How do we bring the state-of-the-art NLP solutions to all languages?

Can we train such large models for all languages?

Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2023.



The proposed recipe for multilingual

NLP

: By
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sAtaenfie wa § Fw9 vivae sl aigon afvaey fanfoa 2, a‘ra’m’tﬁeaﬁmmzﬁ
W%{ﬁﬁﬁﬁ@a% ] aferot afteR ¥ it firs, ofta foem, ffafe

TaTeen ¥ Wi & 3R guerite Miwer Aew e 21 )

— i Hi
@‘Q’\W ° WIKIPEDIA
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\
O.PUS MBERT
... the open parallel corpus BART/mT5
m m
AYA

Learn a multilingual language

Collect a large amount
model

of monolingual and/or
parallel data

Lot of memory &

Lot of monolingual data ]
f g computation

But not all languages have such data ....

Finetune the language model
on reasonable amount of data
from one or more languages

Task-specific
General instruction-response
Human Preference

Supervised data limited for
many languages

Joint learning leads to transfer of knowledge across languages



Transfer Learning

Joint Learning

* Analogy to Multi-task learning = Task = Language

* Related Tasks can share representations

* Representation Bias: Generalize over multiple languages
* FEavesdropping

Finetuning
* Data Augmentation

Test Inference (Caruana., 1997)

Instance
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A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

- l l l - l B B B - B
- h /g ’ ‘ N
Output

(text or otherwise) Application specific Deep Text Embedding
Neural Network layers




A Typical Multilingual NLP Pipeline

Similar tokens across
languages should have

\ similar embeddings
Text Tokens Toke”

|
A 4
)
- “
h /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

S — -0 —BEE-6
d

Similar text across
languages should have

similar embeddings /{

h “ - —
-

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Pre-process to facilitate
similar embeddings across

Text CIEEEEsT Tokens Token Embeddings

— Bl -1 — BEE - E

|
A 4
)
- “
h /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

S — -0 — g6

How to support multiple

target languages? /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers
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Word Embeddings

Distributed, dense vector representations of words that capture similarities between words

diesel
engine 5 gasoline sp
i ; lass
wheels*racing automobiles g ; :boron : chloride
locomoative.cars passenger helium njag(rjlesmm devon
kid -*wheel svehicles acid POX IO i s jreenlar
rear automobile .acids. =\ » ISie anc
ride car monaco t -nltrOgen falkland
T LR atom. -sprotons’ * sulfur helena B
robot ; heat’ .« # &: 0* ° .dioxide BRIk S iy
plane train 7" soxygen argentina
rally liquid s, o x glucose  ojiution
=drive__"__race ~compounds gas fuels garrison
doer instantly o, . oxidation
- organic o
Pty cells emissions
e molecules
driving
organisms

“Words that occur in similar contexts tend to have similar meanings”
- Turney and Pantel (2010)

He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad



English French Joint English French
: drink boire
drink P _boire ® O
.'. ® QQ d k. 5@ .
rank buvait
j manger
el ate® buvait oo 2 g
® 0
.kf”g . mangér ate . angé
roi
@ ® Q
ueen . O prince mange |
i rincess reine rol king princess Princesse
C -
P ‘DQ princesse . 0 .. ..O ®
prince prince  queen "¢'"€

Multilingual Word Representations
(capture syntactic and semantic
similarities between words both
within and across lanquages)

Monolingual Word Representations
(capture syntactic and semantic
similarities between words)

embed(y) = [ (embed(x))

(Source: Khapra and Chandar, 2016)

X,y are source and target words
embed(w): embedding for word w



s it possible to learn mapping functions?

015
four

EoL & L 8

five

three

one

0.25 Cat

horse

cow
pig

dog

(Source: Mikolov et al., 2013)

ezr Ocuatro (four)

“uno (one)

cinco (five)

Otres (three)

Cdos (two) |
0.2 04 08

© caballo (horse)

O vaca (cow)
perro (dog)

) cerdo (pig)

w4 O gato (cat)

Languages share concepts ground in
the real world

Some evidence of universal semantic
structure (Youn et al., 2016)

Isomorphism between embedding
spaces (Mikolov et al., 2013)

Isomorphism can be captured via a
linear transformation



Su pe erSEd Lea 'n | ng Linear Least Square and variants

(Mikolov et al., 2013; Xing et al., 2015; Artetxe et al., 2016; Smith et al., 2017)

X Y XW=Y
wi 000000 ‘000000 :
p W* = argmin || XW — Y ||
ghor (OO O® @eeeee o WweRd
e (0000060 EXX XX We can have a closed form solution:
wi (00000 ® @eeeee -
X+ — (XTX)_1XT
Methods mapping different languages to a common space W*=X1Y

Canonical Correlation Analysis (CCA)

(Faruqui and Dyer, 2014; a b
Ammar et al. 2015) le—\ _m»2 ) . . ~

a | &} «© D » L \
GeoMM (Jawanpuria et al., 2019) R ooz * N

MUSE is popular toolkit to learn cross-lingual word embeddings https://github.com/facebookresearch/MUSE



https://github.com/facebookresearch/MUSE

A Typical Multilingual NLP Pipeline

Initialize model with
cross-lingual word
embeddings

Text Tokens Tok

h 4

W O\

[ W

o = -
/ <

G
‘ D
<

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers
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Multilingual Language Models



Encoder Models for NLU: mMBERT (Multilingual BERT)

Simple extension to monolingual BERT training

BERT trained jointly on monolingual data from Wikipedias of 104 languages
Standard MLM objective

Shared word-piece vocabulary (110k shared WordPiece)

No parallel resources to provide translation information across languages

Temperature based data sampling to address data skew
(during vocab construction and pre-training)

. . . —_— Dl
Data Distribution pl - Eka
Language / *

\—_

~ >
High Resource (HR) Medium Resource (MR) Low Resource (LR)
Sampling Probability

Sampling Probability
Language / p

N

104 languages, 12-layer, 768-hidden, 12-heads, 172M parameters



Surprisingly good at zero-shot cross-lingual model transfer

Pretrain on monolingual

data from ‘ Finetuning on English

Test on language X for

task

data for task

100 languages

Model D #M #lg  en fr es de el bg ru tr ar vi th zh hi sw ur Avg
XNLI Fine-tune multilingual model on English training set (Cross-lingual Transfer)
Devlin et al. (2018) Wiki N 102 821 738 743 71.1 664 689 690 616 649 695 558 693 600 504 580 663
Model train #M  en nl es de Avg
Lample et al. (2016) each N 90.74 81.74 8575 7876 8425
NER Akbik etal. (2018) each N 9318 9044 - 8827 -
t each N 9197 9094 §738 8282 8828
mBERT en 1 9197 7757 7496 69.56 7852



Can we do better data and larger models?

XLM-R

Conneau et al. Facebook. Unsupervised Cross-lingual Representation Learning at Scale. ACL 2020



Essentially mBERT architecture

Train on very large dataset (CommonCrawl derived CC-100 dataset)

—_—
o
[

=
2

Dataset size (in GB)

oy — [a—
S = o
T 2 >

B CommonCrawl N Wikipedia

Increased Model capacity

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

Model #lgs tokenization L H,, Hee A V #params
mBERT | 104  WordPiece 12 768 3072 12 110k 172M
XLM-R g 100 SPM 12 768 3072 12 250k  270M
XLM-R 100 SPM 24 1024 4096 16 250k  550M




Tradeoff studies

Positive transfer vs. capacity dilution
High vs. low resource language performance

Factors that improve model quality

Larger model capacity helps
More monolingual data is better

Longer Pre-training
* Don’t use validation perplexity for early stopping of pre-training

Larger vocabulary
Larger batch size while pre-training

Performance degrades with increasing number of pretraining languages
Right trade-off of using high vs low resource languages via data sampling



MBERT does not use any cross-lingual signals for learning ...
Why does multilingual BERT work?

What is the nature of the multilingual representations?



Does word-piece overlap explain zeroshot performance of

90 ' ‘ ’
. e® e Multilingual BERT
80- o e, -‘.g:’g.- e e, xxx English BERT
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Average overlap [7]

Pires et al., Google. How multilingual is Multilingual BERT? ACL. 20189.

For English-BERT, the NER
performance increases with
word overlap

For M-BERT, the NER
performance is not strongly
correlated to wordpiece overlap

M-BERT learns about language
structure beyond word-piece
overlap



Zero-short transfer happens even hold even though the scripts
are different

HI UR EN BG JA
HI 97.1 85.9 EN 968 87.1 494
UR 91.1 93.8 BG 822 989 51.6

JA- 574 672 965

Table 4: POS accuracy on the UD test set for languages
with different scripts. Row=fine-tuning, column=eval.

Does not generalize for all languages — see Japanese which has a
different word order from English



How does typological similarity affect M-BERT’s ability to generalize?

SVO SOV AN NA 1009
SVO 81.55 66.52 AN 73.29 7094
SOV 6398 64.22 NA 75.10 79.64 .l
(a) Subj./verb/obj. order. (b) Adjective/noun order. s //

Table 5: Macro-average POS accuracies when trans-
ferring between SVO/SOV languages or AN/NA lan-
guages. Row = fine-tuning, column = evaluation.

40 - —

i B

L U W

Zero-shot Accuracy [%]

20 -

=—s Average score for Multilingual BERT
=-n Average score for English BERT

1 2 3 4 5 6
Number of common WALS features

Study of effect of grammatical features related to ordering

Performance is best when transferring between languages that share word order features

Cannot learn syntactic transformations



Why does multilingual BERT work?

Hypothesis:

Word pieces used in all languages (numbers, URLs, etc) which have to be mapped to
a shared space forces the co-occurring pieces to also be mapped to a shared space,
thus spreading the effect to other word pieces, until different languages are close to
a shared space

Similar findings in
Shijie Wu, Mark Dredze. Beto, Bentz, Becas: The Surprising Cross-Lingual Effectiveness of BERT. EMINLP 2019.

Somewnhat different findings in:
Karthikeyan K, Zihan Wang, Stephen Mayhew, Dan Roth. Cross-Lingual Ability of Multilingual BERT: An Empirical Study. ICLR. 2020.

« Lexical overlap does not matter (Use FakeEnglish to destroy lexical similarity)
« Structural similarity matters




How language neural is mBERT?

* Representations cluster by language family

* Language information is still maintained at each layer

* Mean centering the embeddings per language can
improve language invariant behaviour

mBERT UDify

[cls] 935 938
[cls], cent. .867 .851
mean-pool 919 .896

mean-pool, cent. 285 243

Table 1: Accuracy of language identification, values

from the best-scoring layers.

Libovicky et al., On the Language Neutrality of Pre-trained Multilingual Representations. EMNLP-Findings. 2020.

mBERT UDify Ing-free

[cls] 639 462 .549
[cls], cent. .684 .660 .686
[cls], proj. 915 933 .697
mean-pool 76 314 155

mean-pool, cent. .838 564 .828
mean-pool, proj. 983 906 983

Table 3: Average accuracy for sentence retrieval over
all 30 language pairs.

Pikbdmbarghe
HualagYQlaptik

MinaR uBﬁéb& 1 Manipuri
(%l;cr. cnér .

WitapuWasay
South Amrb%&%’é u

Sundanese Ido m

Yoruba Serbg—é;ﬁ?ﬁian
Taghlod Gitinamese
Bossnli(z)i;ak Lithuanian
. Swahili g . A
Gujarati Alb . o
""""" TS Bteck njabi
Romance | Russian Burmese
SicilMRgRRPStuguese DU

n  HungaridmqyiRadjani
tench w o
ki cs njabi
Sccﬁpglishacmm Hitmiistn terphu

Persian (Farsi)
Dutchg wadi
Colic Bl
118!

ynorsk
Wesl rrsian p
Luxembouyrgish [Korsan
Toww SEHSh Icelandic
Bavarian Japanese



N

Language-family specific pre-trained models
IndicBERT=2 model for 22 Indian languages + English)

Classification Structure Prediction QA  Retreival
Indic Indic Indic Indic MASSIVE Naama- MASSIVE Indic
Models Sentiment XNLI COPA  XPara. (Intent) Padam (Slotfill) QA FLORES
IndicBERT v1 61.8 42.8 51.0 47.5 - 25.3 - 10.1 1.1
mBERT 69.5 54.7 51.7 55.2 13.2 63.0 6.2 32.9 32.3
XLMR 84.0 69.7 60.1 56.7 66.6 71.7 50.0 44.8 3.1
MuRIL 85.1 72.4 58.9 60.8 77.2 74.3 57.0 48.3 52.3
vl-data 85.7 66.4 524 49.6 25.8 58.3 344 37.6 54.9
IndicBERT v2 88.3 73.0 62.7 56.9 78.8 73.2 56.7 47.7 69.4
+Samanantar 88.3 74.3 63.0 57.0 78.8 72.4 57.3 49.2 64.7
+Back-Trans. 87.5 69.7 53.8 50.7 77.4 71.9 54.6 42.2 68.6
IndicBERT-SS 88.1 73.9 64.2 56.4 80.7 66.6 57.3 49.7 71.2

Table 4: Results averaged across languages from the IndicXTREME benchmark. We report F1 scores for Structure
Prediction & QA, and accuracy for the other tasks.

Compact models can outperform large models built for 100+ languages

Doddapaneni et al. Towards Leaving No Indic Language Behind: Building Monolingual Corpora, Benchmark and Models for Indic Languages. ACL. 2023

Khanuja et al. MuRIL: Multilingual Representations for Indian Languages. https://arxiv.org/abs/2103.10730. 2021.

Divyanshu Kakwani, etal., Al4Bharat/Microsoft India. IndicNLPSuite: Monolingual Corpora, Evaluation Benchmarks and Pre-trained Multilingual Language Models for
Indian Languages. EMNLP-Findings . 2020.



https://arxiv.org/abs/2103.10730

How do we use parallel data to improve multilingual models?



XLM

Input two sentence from different languages

Model alternates with MLM and TLM objectives

TLM = the model can look at both sentences to predict masked token

Conneau., et al. Facebook. Cross-lingual Language Model Pretraining. NeurlPS. 2019.

Lr:;:lliar:;oa_t:nr;guage e les bleus
A A A A
| Transformer |
A A A A A A A A A 0 A A
Z?n"s;‘ddmgs ] the | |[Maskl| |maski| | blue Us] Us] | [mask| |[ideaux| [etaient] [as] [ psi
epr?nibitei?jgings g L 2 3 4 5 0 1 2 3 4 5
Ié?nnt?elijad%ggs en en en en en en fr fr fr fr fr r
‘ en fr es de el bg ru tr ar vi th zh hi SW ur ‘ A
XLM (MLM) 83.2 765 763 742 731 740 73.1 67.8 685 712 692 719 657 646 634|715
XLM (MLM+TLM) 50 787 789 778 76.6 774 753 725 731 761 732 765 69.6 684 673 | 75.1

Cross-lingual objectives =

Contrastive objectives =2

Huang et al., Microsoft. Unicoder: A Universal Language Encoder by Pre-training with Multiple Cross-lingual Tasks. EMINLP. 2019.

Wei et al. Alibaba. ON LEARNING UNIVERSAL REPRESENTATIONS ACROSS LANGUAGES. ICLR 2021.



Models utilizing parallel data seem to generate more language agnostic representations

30 A

20 A

10 A

—10 -

_20-

English
French
German
Russian
Spanish

-15 -10 -5 0 5

XLM-R

60 o

40

20 A

_20 -

=40 -

English
French
German
Russian
Spanish

4 * ® = @

-20 -10

In terms of downstream tasks, retrieval tasks gain the most — gains are modest for other tasks

20




Finetuning Strategies



Translation Baselines

Translate Train

Data

Translated
Data

Finetuning

translate

Inference
Test Test

Instance

Instance

Translate Test

Finetuning

Inference

Data



Translate-Train

language | XNLI-en XNLI-ar XNLI-es XNLI-fr XNLI-ru XNLI-zh average
number Acc[%]  Acc[%] Acc[%] Acc[%] Acc[%] Acc[%] Acc[%]

1 85.1 76.7 81.1 80.0 77.9 79.4 80.0
6 85.3 77.9 81.5 80.4 78.8 79.9 80.6
15 85.6 78.2 82.3 81.1 79.7 80.5 81.2

Translate-Train-All

| en fr es de el bg ru tr ar vi th zh hi SW

Zeroshot 85.1 790 794 778 772 77.2 763 728 735 764 736 762 694 69.7
Translate-Train | 85.1 80.0 81.1 799 77.7 802 779 753 767 764 752 794 718 718

Translate-Train-All 85.6 81.1 823 809 795 814 797 768 782 779 771 805 734 738

 Multi-language Fine-tuning

~ French Training Data
(Translated From English)

Translating all training data works best

Above results on Unicoder for XNLI



Finetuning Scenarios

Joint Learning Multi-stage Learning

Finetuning L1

Finetuning Finetuning L2

Lorl, Inference
Inference

Test
Instance

Instance

Zeroshot Learning

Finetuning

Inference



Adapters



. Pfeffer et al. MAD-X: An Adapter-Based Framework for Multi-Task Cross-Lingual Transfer.
Multilingual adapters
A

\
;{ ( 'E;E Limited capacity to share amongst multiple languages
|| > foennsan * Low-resource language don’t get enough representation

O G- * Performance on high resource languages suffers

1 3
L r—’ Introduce small adapter networks for specific
L s languages/tasks

&‘1 :—»tE;‘E * Better utilization of model capacity
‘.ﬁ e * Adapt the model to new languages
L — ) * Parameter efficient adapters

Train baseline model
= Freeze parameters
=» Introduce adapter modules
=» Finetune adapter parameters

Adapter

layer

Down
Projection

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA adapter_transformers + Adapter Hub: https;//adapterhub.ml



https://adapterhub.ml/

Agenda

* Introduction

* Typical Multilingual NLP Pipeline
* Cross-lingual Transfer

* Multilingual Word Embeddings

* Multilingual Pre-trained Language Models
* Extending English LLMs to new languages

* Finetuning Pre-trained LMs
e Evaluation of Multilingual models



Mining Task-specific Datasets

In-language datasets are always useful = expensive to create
Transfer learning does not work well for some problems. POS tagging, NER, etc.

Can datasets be mined from public sources?



Parallel Corpus Mining from Machine Translation

EN-docl

Sent-1

Sent-2

HI-docl
Sent-1

Sent-2

LABSE
embedding

LABSE
embedding

[0.7,0.4.]]

Nearest Neighbor

Mining

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB. 2019. arXiv:1911.04944

Sentence-level

(dTeFd 1, Sentence 1)

(dTFd 3, Sentence 4)
(dTFd 5, Sentence 5)




Mining NLU/NLG Datasets

BIOGRAPHY GENERATION

Creativity is the limit for mining data of

different kinds!

Dispel the virus darkness
s with light: PM to people

OUR BUREAU corona crisis, introducing it to
Now Dot Aged 3 the power of light. On this
People should light lamps and ~ date, we must awaken the su-
candles at 9 pm on perpower of 130 crore
April 5 to show solidar- Indians. We must take
ity in the fight against o the super resolve of 130
Covid19, said Prime # crore Indians to even
Minister Narendra e gzum heights,” the
Modi through a video v * ime Minister said in
message to the nation by his video address. “On
on Friday. NarendraModi the Sth of April, on

“This Sunday, on April 5, we  Sunday, [ want 9 minutes from
must all, together, challenge all you, at 9 pm. Listen care-
the darkness spread by the fully, tumn off all the lights in

SENTENCE SUMMARIZATION

India 's financial markets
are closed on Monday for a

India markets closed for

public holiday.

» holiday

Murmu in June 2022

¥ President-elect of India

Succeeding

Assuming office
25 July 2022

Prime Minister Narendra Modi

Vice President Venkaiah Naidu

Ram Nath Kovind

—

Murmu assumed
office on 25th July

and succeeded Ram

Nath Kovind

7

PARAPHRASE GENERATION

The University of Delhiis a
prestigious institution for
higher education in India.

ool faRafacareryr, sTRa & 3= __J_A

18 & fore vk yfafSsa deam= B

QUESTION GENERATION

|

the country.

INDICTRANS

Delhi University is one of
the famous universities of

A
SQUAD =3 J_’H| SQuUAD



Mining Named Entities

/ Parallel Corpus \

English Indic Language
India is the largest country in South Asia. 0903 38 £0 DT €98 BRT,
€3,
Mithali Raj was the captain of Indian women's mwwmmaﬁr
cricket. shedTel e |

. >
U

[ Bert-Base English NER ]

Infer Entity
@ Labels / \

Project Labelled Dataset
[India], ¢ is the largest country in [South Asia], o¢ Entities
> [23083], 0 [3FED DT0s5T],0¢ €98 BRT,
3¢3.
20003 38 £0 DAWISES €98 BT, N )

€3

Yarowsky, D., Ngai, G., and Wicentowski, R. (2001). Inducing multilingual text analysis tools via robust projection across aligned corpora. In Proceedings of the first International Conference
on Human language technology research.



Summary

* Large model, large data, correct parametrization of models helpful
* Transfer learning works best between related languages

» Use of parallel data, sentence-level objectives to improve representation
alignment

Effect of parallel data
e Retrieval tasks improve
e Other tasks do not improve as much
* Helpful for languages with different scripts

Translate-train-all performs very well
* Have expert model components can improve performance

* Mine in-language data where you can =2 very useful



Multilingual NLG



Introduction

 Multilingual extension to pre-trained NLG models

* Supporting tasks like Machine Translation, Summarization, Free-form
Question Answering, Grammar Correction, Paraphrasing, etc.

* Desired Model Capabilities
* Joint models for multiple languages
* Transfer learning for low-resource scenarios
e Zero-shot model performance
* Cross-lingual tasks e.g. document in one language, summary in another

* Generation stage needs to balance between
* Language agnostic representation
* Language specific surface realization



Encoder-Decoder Models: mBAR

Additional Objectives
(1) MLM on encoder side
(2) Cross-lingual MLM & DAE objectives

* Simple modification to mBERT training =» Jointly train monolingual Denoising Auto-Encoder (DAE) objective

* Target language tag: Special token as input to identify target language to generate. Token can be:

(1) Inthe input stream OR (2) initial “forced” decoder output

Source language tag: input sequence (optional)

-
Who am | 7 </s> Where did | come from ? </s> <En>

<En> Who am | 7 </s> Where did | come from ? </s>

Where did __ from ? </s>Who __| __ </s> <En>

Eh Ue &, </fs= B AB . <fs> <Ja=

< TN Ue 6. </s> B BAE . s

_BR. <s> Fh _</s> <la»

A

Multilingual Denoising Pre-Training (mBART)

Liu et al., Multilingual denoising pre-training for neural machine translation. TACL. 2020.

o1z 8?7 s> <dax

Sent-MT

A
N

Doc-MT

3

cla=Fh 13 3 ? <is>

A

Who am | 7 </s> <En=

Well then . </s> See you tomorrow .</s> <Enx>

+

<En= Well then . </s> See you tomomow .</s>

+

TN Le &, </s> B HEB . s> <la

Fine-tuning on Machine Translation

Xue et al. mT5: A massively multilingual pre-trained text-to-text transformer. 2020. https://arxiv.org/abs/2010.11934

Chi et al. Cross-Lingual Natural Language Generation via Pre-Training. AAAI 2020.
ZCODE


https://arxiv.org/abs/2010.11934

Cross-lingual Representations
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Layers of Transformer Model ctivation

(a) X-En Language Pairs (b) En-X Language Pairs

* Encoder and decoder representations become more language agnostic in higher layers
* English representations differ depending on the language on the other side
* Encoder-decoder representation boundary is blurry

Kudugunta et al. Investigating multilkingual NMT representations at Scale. EMNLP 20189.



Decoder Models: BLOOM/xGLM/AYA/GPT

* Simple modification to mBERT training =»
e Jointly train objective
* Standard Architecture for LLMs
* Target language tokens not used for generation
* Flexible instruction following capabilities used to specify target language in prompt

e Consideration: English data far outstrips data from other languages

GPT-3 BLOOM PALM

Wi/ N

‘ /4 m.

W %

|

| =

823

= English =3 German == ltalian = English =3 French 3 ltalia
= French B Spanish —) == = Spanish —




Multilingual LLMs

* Very few multilingual LLMs
* Most LLMs are very English heavy

6.1

Wikipedia Size (in million articles) ( Xfactr )

L6 15 19 1.2 11
0.5 0.5 04 0.3

cn

he

frr nl ru es jp vi zh hu ko tr

0.2 0.2 0.1 0.09 0.09 0.07 0.06 0.04 0.03 0.03 0.02

el

war mr mg bn sw pa ceb yo ilo

tl

* Focus on English

* English data far outstrips LLMs for other languages

Limited tokenizer representation for
most non-English languages

Fertility =» number of tokens per word )
High fertility =2 low-efficiency, suboptimal
representations

]
5 + =

Do English-heavy LLMs have any non-English capabilities? How?

languages?

@ = L
—“E“é'ﬁ?'m““’
mmmmmmm

mmmmmmm
mmmmmm
U

c < ru = u:

m
S V] <= [} =
@

E
E
Language

[0 BLOOM [ mBERT  EEE GPT-3.5-Turbo / GPT-4

(BUFFET, MEGA, ChatGptMT)

Prohibitively expensive to train multilingual LLMs from scratch, is it possible to extend English LLMs to new




Do English LLMs have some inherent
multilingual capabilities?

Yes, to some extent ...

Why? — during training they might have been exposed to some non-English data
* Documents with multiple languages
* Incorrect LID

How good are the multilingual capabilities?

* Might be ok at language understanding e.qg. classification, sentiment analysis
* Bad at generation

* Better on Latin script languages

* Languages with better pre-training representation perform better



How do English LLM achieve multilingual capabilities?

* Do LLMs think in English?

Do LLM use English as a pivot
for decision making?

Bottom layers: Feature learning

Middle layers: Concept mapping to language tokens
(with English bias)

Top layers: Language generation in target language

There are language-specific neurons

(LmaLatent,PNLD,LSP)

Output

31

29

27

25 : —flowe...
23 - " _flowe...
21 : __flowe...
19 : _flowe...
17 <0OxE5>
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Extending English LLMs to Non-English
Languages

. Vocabulary :D Continued Pre-
Multilingual LLM  C— H“mzl?gir;‘;enrfnce  —




\/ Large-scale, Document-level Datasets
? :
? . .

Multilingual corpora like
mC4, CC-100, CulturaX

are good starting points x Representation of culture-specific data, native literature

Capture data in different modalities and genres
Data to Help Cross-lingual transfer with English

X
X

Build custom language (group) specific collections to address gaps




OCR to unlock
diverse regional

and cultural
Data from different @ \ :

content in PDFs
modalities —

audio/OCR (o)
/'C\\’Q ocrR ¢
@ Verification

Web

Scraping

SANGRAHA
Creating high-quality pre-training
data at scale for Indic languages

Filtering pipeline to
ensure high-quality

e

Verified Unverified Synthetic

64.2 B 243 B 163 B Translations and
Transliterations to

enable cross-lingual
transfer

—I,,
e,

'G 1]
[kl

High —quality

sources

(IndicLLMSuite)



What if vocabulary is under-represented?

<s> Gaganyaan is an Indian crewed orbital spacecraft intended to be the formative spacecraft of the Indian Human

Spaceflight Programme.

<s> T <OXEQ><OXA4><OX8F>PH HoRdId Toldd Gl hb Elrﬁ 3

SUPT <BXED><BXAL><BX89>GGTL
g ‘1—[-::11:::—R_c[-::ﬂu q-Tg 3 :

-::11:::-$—::£::—E[ goTdq E{ﬁ o] | E{al

Fertility = Average number of tokens per word

GPT4 5.32
Llama2 5.83
Mistral 5.60

BLOOM 1.38



How to extend tokenizer vocabulary?

ata

Existing Vocab  [l====x ':> Extended Vocab

Initialize new
Base LLM — Embeddings

LLM with
extended vocab



Base LLM

Continual >

CPT LLM

Pre-training

Monolingual
Data

.
p(X) — P(ﬂflal’za ---aCUT) — Ht:l p($t|x<t)

Finetuning on long, coherent sequences * Include English in the pre-training data
helps model learn and correlate different
pieces of knowledge * Pre-train on parallel data

* Pre-train using romanized data
*  (ChineseLLama, OpenHathi,RomanSetu,IndicMonoDoc,Tower,Palm2)



CPT LLM

Instruction

: : IFT LLM
Finetuning

IFT dataset
(instruction,
Input, output)

V| 1 N
lee(y, ) Zyj log(5;) Lspr = > lep(yi Mo(xi))

i=1
Sources of IFT dataset
Quality and diversity of IFT dataset

* Include English in the IFT training



Instruction Tuning Tasks

Variety of tasks/objectives to improve non-English performance

* English Data IFT (spRnr)

Generating IFT Data * In-language IFT with Machine Translated Data (airavat,0kapi)

Locally/Culturally relevant IFT data (seaLLM,indicLLMSuite)

Parallel Data

Auxiliary Tasks .
. * Monolingual Data (sprat)

* Romanized IFT Data (RomansSetu)

* Cross-lingual Thought Data (pLuc)
Transforming IFT

Datasets * Cross-lingual IFT Data (spprr)

e Code-switched IFT Data

Let’s look at some of these tasks in detail



Cross-Lingual Thought data

LLM
BB HIRBimEETA?
(What is James Webb Telescope?) Q
Think in English, then respond in Chinese.
Let me interpret the instruction in
English: What i1s James Webb
Telescope? So the English response
is; James Webb Telescope 1s an
infrared space telescope.. ...
Y| BB EREEERE MM A Finetuned LLM
& (James Webb Ielescope is an infrared space telescope!)
Limitations Standard IFT TaCo
. Nepali 39.3 88.1
* Reduced maximum sequence length Persian 46.5 33.9

* Increased latency

Evaluation on translated Vicuna Benchmark with GPT4

The PLUG paper also shows improvements (discussed later) (TaCo,PLUG)



Cross-Lingual Instruction Tuning

English Non-English
In-language C \
instruction sets (Qen Aen) (Qni» Ani) Jointly optimize
all these
objectives

4
metaction sor (Qni> Aen) (Qen, Ani) %

instruction sets

Qpi: H 3T THI YT FRIST T HH FUR Tl g2 HH 5 dfared fog Qs

en:

Prioritize tasks based on importance and urgency.

Set specific goals with deadlines (SMART goals).

Use time management tools like calendars and apps.

Minimize distractions to maintain focus.

Regularly review and adjust your schedule for better efficiency.

kWP

(SDDRL,XCOT,CIT)



Romanized Representation

Just like pre-training, use romanized representation for IFT too

i i | IndicXTREME —— BaselLM (N)
Native script data Base LLM (F1) -+~ BaselLM (R)
| —e— CPT (N)

l -<- CPT(R)
, —— IFT(N)
= Continual e IFTER)
Romanized data | — pre-training Y
. Continual
Pre-trained model
= . e Translated
MT xx-en 7
- ; NLU
English data l (chrF) /oo (AC)
Translate &
Romanize Instruction Tuning

i

Fine-tuned model

English SFT data ‘

MT en-xx IndicNLG
(chrF) (ROUGE-L)

(RomanSetu)



Agenda

* Introduction

* Typical Multilingual NLP Pipeline
* Cross-lingual Transfer

* Multilingual Word Embeddings

* Multilingual Pre-trained Language Models
* Extending English LLMs to new languages

* Finetuning Pre-trained LMs
e Evaluation of Multilingual models



Benchmarks for Multilingual
Learning



XTREME

Cross-lingual TRansfer Evaluation of Multilingual Encoders (XTREME) benchmark

Table 1. Characteristics of the datasets in XTREME for the [){C]‘t'l—hhi,ﬂ transfer setting. ]For tasks that have training and dev sets in other
languages, we only report the English numbers. We report the number of test examples per target language and the nature of the test sets
(whether they are translations of English data or independently annotated). The number in brackets is the size of the intersection with our
selected languages. For NER and POS, sizes are in sentences. Struct. pred.: structured prediction. Sent. retrieval: sentence retrieval.

Task Corpus | Train| 'Dev| | Test| Testsets  |Lang.| Task Metric Domain
Classification XNLI 392,702 2.490 5.010 translations 15 NLI Acc. Misc.
e PAWS-X 49 401 2.000 2.000 translations 7 Paraphrase Acc. Wiki / Quora
Struct. pred POS 21,253 3974 47-20,436  ind. annot. 33(90) POS Fl Misc.
PG NER 20,000 10,000  1.000-10,000  ind. annot. 40 (176) NER Fl Wikipedia
XQuAD 97590 34726 [,190 (ranslations [T Spanextraction F1/EM Wikipedia
QA MLQA ST 4.517-11,590  translations 7 Span extraction FI1/EM  Wikipedia
TyDi1QA-GoldP 3.696 634 323-2.719  ind. annot. 9  Span extraction FI/EM  Wikipedia
Retrieval BUCC - - 1.896-14,330 5 Sent retrieval  Fl Wiki / news
‘ Tatoeba - - 1,000 33(122) Sent. retrieval Acc. misc.

Task Difficulty, Task Diversity, Language Diversity, Sufficient Monolingual data, Efficiency, Accessibility

40 languages, 12 language families, 9 tasks, 4 task types



NLG Benchmarks

Dataset Languages Communicative Intent | Input Type Total Size
Biography Generation as, bn, hi, kn, | One-sentence biogra- | key-value pairs 55K
IndicNLG Benchmark ml, or, pa, ta, te_| phies
Headline Generation as, bn, gu, hi, | News article headlines news article 1.43M
kn, ml, mr, or,
. . pa, ta, te
5 datasets in 171 ndlan lang Uag es Sentence Summarization | as, bn, gu, hi, | Compacted sentence | sentence 431K
. . . . . . kn, ml, mr, or, | with same meaning
Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish pa, ta, te
Puduppully, Anoop Kunchukuttan, Mitesh M. Khapra, Pratyush Paraphrase Generation | as, bn, gu, hi, | Synonymous sentence | sentence 5.5
Kumar. IndicNLG Suite: Multilingual Datasets for Diverse NLG kn, ml, mr, or,
Tasks in Indic Languages. arxiv preprint 2203.05437. 2022. pa, ta, te
Question Generation as, bn, gu, hi, | Question leading to an- | context-answer 1.08M
kn, ml, mr, or, | swer given context pairs
pa, ta, te
MTG Benchmark 4 datasets in 5 languages
Task Corpus Domain Format Goal
Story Generation ROCStories Daily life <story> Generate the end of the story
Question Generation SQUAD 1.0 Wikipedia  <passage,answer, question>  Generate the question of the answer
Title Generation ByteCup News <article, title> Generate the title of the document

Text Summarization = CNN/DailyMail = News

<article, summary>

Generate the summary of the document

Yiran Chen, Zhengiao Song, Xianze Wu, Danqing Wang, Jingjing Xu, Jiaze Chen, Hao Zhou, and Lei Li. 2022. MTG: A Benchmark Suite for Multilingual Text

Generation NAACL-Findings. 2022



https://aclanthology.org/2022.findings-naacl.192
https://aclanthology.org/2022.findings-naacl.192

GEMv2 Benchmark

GEMvZ2 aggregates 40 documented
datasets in 57 languages

Sebastian Gehrmann, Abhik Bhattacharjee et al.. GEMv2: Multilingual
NLG Benchmarking in a Single Line of Code. Arxiv 2206.11249. 2022

Machine Translation Benchmarks

* FLORES-200
* NTREX
* BPCC-IN22

Dataset Citation Task Language(s)
ART (Bhagavatula et al.. 2020) Reasoning en
BIiSECT (Kim et al., 2021a) Simplification en, de, es, fr
Cochrane (Devaraj et al., 2021) Simplification en
Common(ien (Lin et al.. 20200 Diata-to-Text en
Comversational Weather (Balakrishnan et al., 2019) Response (ieneration en
CrossWiE (Zhu et al., 2020) Response Generation zh
CS5 Restaurants (Dudek and Juréicek, 2019) Response Generation cs
DART (Man et al., 2021) Drata-to-Text en
DSTC 10 (Kim et al., 2021h) Drata-to-Text cn
E2E NLG {Movikova et al., 2017; Duiek Data-to-Text en

et al., 2020 Dufek et al., 2019)
FairytaleQA (Xu et al., 2022) Cuestion Geneartion en
IndoMLG (Cahyawijaya et al, 2021} Summarization ud, v, su
MLB (Puduppully et al., 2001%) Data-to-Text en
MLSum (Scialom et al., 2020) Summarization s, de
Opusparcus (Creutz, 201 8) Paraphrasing de, en, fi, fr. mu, sv
OrangeSum (Kamal Eddine et al_, 2021) Summarization fr
RiSAWOL (Quan et al., 2020) Response Generation zh
RotoWire En-De (Wiseman et al., 2007; Hayashi Drata-to-Text en, de

et al, 2019)
Schema-Guided Dialog (Rastogi et al., 2020) Response Generation en
SciDuet (Sun et al., 2021) Slide Generation en
SIMPITIKI (Tonelli et al., 2016) Simplification it
SponSent (Thomson et al., 2020) Data-to-Text en
Squad V2 (Rajpurkar et al., 2016) Question Generation en
S0uALITY vil.1 (Wang et al., 2022) Summarization en
Surface Realization 8T 2020 (Mille et al., 2020) Drata-to-Text ar, en, es, fr. hi, in

TaskMaster
Turku Hockey
Turku Paraphrase
ViliGo

WebMNLG
WikiAuto

+ASSET/TURK/Splitd: Rephrase

WikiCatSum
WikiLingua

XL5um

X5um
XWikis

(Byme et al., 20019)
(Parikh et al., 20020)
(Kanerva et al., 20019)
(Kanerva et al., 2021)
(Juraska et al., 200149)
(Gardent et al.. 200 7ab)

(Jiang et al., 2020; Alva-

Manchego et al, 2020; Xu
etal., 20016; Zhang et al.. 2020)
(Perez-Beltrachini et al., 20019)
(Ladhak et al., 2020}

(Hasan et al., 20021}

(Marayan et al.. 20018)

(Perez-Beltrachini and Lapata,

2021)

Response Generation
Drata-to-Text
Drata-to-Text
Paraphrasing
Drata-to-Text
Drata-to-Text

Simplification

Summarization
Summarization

Summarization

Summarization
Summarization

ko, ja, pt. ru. zh
en

en

fi

fi

on

en,

en

en
ar, cs, de, en, es. fr,
ha, id, it, ja, ko, nl,

pt, mu, th, ir, vi, zh
om, fr, am, ar, az, bn,
cy, en, es, gd, fa,

gu. ha, hi, ig, id, ja,
ko, ky, mr, my, ne,
ps, pem, pt. pa, rm, r,
s, 51, 500, 5w, L, be,
th, ti, tr, uk, ur, uz,

vi, vo, zh-CN, zh-TW
en

en, de, fr, cs




Multilingual LLM Benchmarks for Open-ended
tasks

* VVery few such benchmarks

* Some examples: covers only a few languages

* Aya Evaluation Suite
* MGSM for Math Problems
* Multilingual MMLU from OpenAl

* Machine Translated versions of various English datasets are available
* Vicuna, ALPACA, MMLU, ARC, Dolly



Evaluation Metrics

* Evaluation of text is a challenging task
* How good is an evaluation metric?

* Particularly, methods that are applicable to multiple languages

* Morphology and grammar of languages vary

* Resource available for building and meta-evaluating evaluation models vary

* Popular evaluation metrics
 String-based: BLEU, ROUGE, chrF
* Embedding-based: BERTScore
e Learned Metrics: COMET, BLEURT
e LLM as Judge: GEMBA, G-Eval, Prometheus,

User Instruction
istan

8D SHe DHevowo SBD

Dot Dy domr) . o6

o Do Srdd oS0

Send Soer Sr8\ oD, DS 53
e o »=

250 D53

4 (¢4
sroaz-vmsowav;.d-‘é

Model Response

3y -85 - Jo5-E5-25-
5

E UJ
10O

Does the response correctly
arrange the seating around
the circular table to satisfy all
given preferences while
avoiding conflicts?

Score 1: The response fails
to arrange the seating in a

way that satisfies ..

I I Target Language Text I

https://github.com/Al4Bharat/CIA



https://github.com/AI4Bharat/CIA

Summary

* Deep Learning has revolutionized multilingual representation learning

* Word representations = Pre-trained LM with monolingual objectives 2
bilingual objectives

* Opened up possibilities
* Multilingual training, Zero-shot performance, Compact models
* Support low-resource languages and domains via transfer Learning

* Both multilingual NLU and NLG made possible
* Multilingual NLG is more challenging

* Effectiveness of multilingual transfer depends on task complexity,
language relatedness

* Efficient Multilingual Evaluation is a challenge



Resources

Al4Bharat: Resources and tools for Multilingual NLP for Indian languages

Survey Papers & Tutorials:

Sumanth Doddapaneni, Gowtham Ramesh, Anoop Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra. A Primer on Pretrained
Multilingual Language Models. 2021. https://arxiv.org/abs/2107.00676

Yuemei Xu, Ling Hu, Jiayi Zhao, Zihan Qiu, Yuqi Ye, Hanwen Gu. A Survey on Multilingual Large Language Models: Corpora,
Alignment, and Bias. 2023. https://arxiv.org/abs/2404.00929

RajZDabre, Chenhui Chu, An00|8 Kunchukuttan. Multilingual Machine Translation. [Survey paper at ACM Computing Surveys
2020] [Tutorial at COLING 2020] [website]

Anoop Kunchukuttan. Extending English Large Language Models to New Languages: A Survey. 2024.
https://anoopkunchukuttan.gitlab.io/publications/presentations/extend en llms aug2024.pdf
(upcoming tutorial at EMNLP 2025)

Anoop Kunchukuttan. Multilingual Learning. Tutorial at Summer School on Machine Learning. llIT Hyderabad. 2018.
https://anoopkunchukuttan.gitlab.io/publications/presentations/IlIT-Hyderabad-ML-Summer-School-2018.pdf



https://arxiv.org/abs/2107.00676
https://arxiv.org/abs/2404.00929
https://github.com/anoopkunchukuttan/multinmt_tutorial_coling2020
https://anoopkunchukuttan.gitlab.io/publications/presentations/extend_en_llms_aug2024.pdf
https://anoopkunchukuttan.gitlab.io/publications/presentations/IIIT-Hyderabad-ML-Summer-School-2018.pdf
https://ai4bharat.iitm.ac.in/

Thank You!

anoop.kunchukuttan@gmail.com

https://anoopkunchukuttan.gitlab.io/



mailto:Anoop.kunchukuttan@gmail.com
https://anoopkunchukuttan.gitlab.io/
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