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What is Machine Translation?

Automatic conversion of text/speech from one natural language to another

%G('I)'gnlsate bl ng =LA 9

TRADQOS
SYSTRAN

beyond language

Be the change you want to see in the world
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Why do we need machine translation?

e 5+1language families s : R Ay
o Indo-Aryan (74% population) ¢ AFGHANISTAN FAMILIES
Dravidian (24%)
Austro-Asiatic (1.2%)
Tibeto-Burman (0.6%)
Andaman languages (2 families?)
+ English (West-Germanic)
22 scheduled languages -
Arabian
11 languages with more than 25 Sea _ Bay of
million speakers Beigal
o 30languages with more than 1 : |
million speakers
o  OnlyIndia has 2 languages
(+English) in the world's 10 most
spoken languages
o 7-8Indian languages in the top 20
most spoken languages 5

o O O O O

Tadian Ocear




Machine Translation Usecases

Government

e Administrative requirements
e Education
e Security

Enterprise

e Product manuals
e Customer support

Social

e Travel (signboards, food)
e Entertainment (books, movies, videos)



Translation under the hood

e Cross-lingual Search
e Cross-lingual Summarization

e Building multilingual dictionaries

Any multilingual NLP system will involve some kind of machine translation at
some level



Why should you study Machine Translation?

e One of the most challenging problems in Natural Language Processing

e Pushes the boundaries of NLP

e Involves analysis as well as synthesis

e Involves all layers of NLP: morphology, syntax, semantics, pragmatics, discourse

e Theory and techniques in MT are applicable to a wide range of other problems like
transliteration, speech recognition and synthesis



Why is Machine Translation difficult?

Language Divergence: the great diversity among languages of the world

e Word order: SOV (Hindi), SVO (English), VSO, OSV,

e Free (Sanskrit) vs rigid (English) word order

e Analytic (Chinese) vs Polysynthetic (Finnish) languages
e Different ways of expressing same concept

e Case marking systems

e Language registers

e Inflectional systems [infixing (Arabic), fusional (Sanskrit), agglutinative (Marathi)]

....and much more



Why is Machine Translation difficult?

e Ambiguity
o Same word, multiple meanings:
o Same meaning, multiple words: STel, 9Tl 11X (water)

e Word Order
o Underlying deeper syntactic structure
o Phrase structure grammar?
o  Computationally intensive

e Morphological Richness
o ldentifying basic units of words
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Approaches to build MT systems

Knowledge based, Rule-based MT Data-driven, Machine Learning based MT




Rule-based MT

e Rules are written by linguistic experts to analyze the source, generate an intermediate
representation, and generate the target sentence

e Depending on the depth of analysis: interlingua or transfer-based MT

Transfer based IT

Interlingua based MT

Abstract representation (Interlingua)

Source language Target language Source language

Deep analysis, complete disambiguation and Partial analysis, partial disambiguation and a bridge
language independent representation intermediate representation



Vauquois Triangle

Translation approaches can be classified by the depth of linguistic analysis they perform

Deep understanding level

Interlingnual level

Logico-semantic level

Mixing levels

Syntactico-functional level

Multilevel transfer

Swyntactic transfer (deep)

Ontological interlingua

Semantico-linguistic interlingua

SPA-structures (semantic
& predicate-arg ument)

Multilevel descriptio n

F-structures (functional)

Syntagmatic level Syntactic fransfer (surface ) C-structures (constituent)
Morpilto-syntac tic leve, Semi-direct translatio ‘i_)ﬁspﬂ ey Tagged text
- 1)&)
s,
¥ ﬁl}sf(\h
Graphemic leve | Direct translation Text




Problems with rule based MT

Required linguistic expertise to develop systems
Maintenance of system is difficult
Difficult to handle ambiguity

Scaling to a large number of language pairs is not easy



Example-based MT

Translation by analogy = match parts of sentences to known translations and then combine
Input: He buys a book on international politics

1. Phrase fragment matching: (data-driven)

he buys
a book
international politics

ALIGNMENT
transfer

MATCHING
analysis

2. Translation of segments: (data-driven)
a8 TRlear &
U T
3T TSGR TSt
3. Recombination: (human crafted rules/templates)

g8 3R TS TSl W U fohdTs @edr &

.

RECOMBINATION
generation
EXACT MATCH
direct translation

Source text Target text

e Partly rule-based, partly data-driven.
e (Good methods for matching and large corpora did not exist when proposed
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Statistical Machine Translation

Phrase based SMT



Parallel Corpus
A boy is sitting in the kitchen Udh oISl THTS A ST &

A boy is playing tennis Uoh TSl ¢l Wel (&l &

A boy is sitting on a round table | Teh olSehT Ueh iTeT Aol UX ST & [Z:] Machine Learning

Some men are watching tennis FO A AT ST/ &
A girl is holding a black book Uch oSeh o1 Ueh Plell [ohclld Gohsal §

Two men are watching a movie | &I JGHI AT W (& &

A woman is reading a book Ueh 3T Uk ThaddT TG T 8

A woman is sitting in a red car T IRTTH FA IR A S ¢

Let’s begin with a simplified view of Statistical Machine Translation
(SMT)!!
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Parallel Corpus

A boy issitting in the kitchen

A boy is playing tennis
A boy is sitting on a round table
Some men are watching tennis

A girl is holding a black book

Two men are watching a movie
A woman is reading a book

A woman is sitting in a red car

Ush oIS TS Ao STfg
Teh SISl il Wl 38T &
T TS Ue iTeT Af 0¥ Yo & [:::] Machine Learning

* Learn word/phrase alignments

FO A AT ST e & * Learning to reorder
Teh oISl o1 Teh hlall TohclTd Jehal &

A A gaRF @ W@ R
Uoh 3R U TohdTa 9G &l &
U 3T Ueh Il FR A ST &

Let’s begin with a simplified view of Statistical Machine Translation

(SMT)!!



Let’s formalize the translation process

We will model translation using a probabilistic model. Why?
- We would like to have a measure of confidence for the translations we learn
- We would like to model uncertainty in translation

E: target language e: source language sentence
F: source language f : target language sentence

How do we
model this
quantity?

Best
translation

e = arg max P(e|f)

e

Model: a simplified and idealized understanding of a physical process

We must first explain the process of translation



framework for many NLP

We explain translation using the Noisy Channel Model 4[ problems

A very general }

Generate target Source sentence is a

Channel corrupts the

sentence target corruption of the target
sentence
E F
Source Destination
Language Model (LM) Translation Model (TM) Translation is the process of
P(e) P(fle)

recovering the original signal given
Captures fluency Captures fidelity the Corrupted Signal

P(e|f) = P(e) x P(fle)
Why use this counter-intuitive way of explaining translation?
e Makes it easier to mathematically represent translation and learn

probabilities
e Fidelity and Fluency can be modelled separately



The SMT Workflow

Training Decoding
e Given: Parallel Corpus e Given:
e Learn Model: P(e) and P(fle) ° f,\eor‘;:{:‘;e(ef)i;‘rfznpg(‘;;g)e "
e Offline, one-time process e Output: Translation e for f
e Learning Objective: Maximize Likelihood e Online process, should be fast
P*(fle) = arg max Likelihood(data; P(f|e)) °

TM & LM are used for scoring
translation candidates

e = argmax P(e) x P(f|e)

€

Let’s see how to learn translation model P(fle) and language model P(e)



Phrase-based Translation Model

Let’s see one of the most successful translation models: PBSMT
Widely used in commercial systems like Google Translate (till recently)
Basic unit of translation is a phrase

A phrase is just a sequence of words

» Local Reordering
— Intra-phrase re-ordering can be memorized

The Prime Minister of India AT &F U HAT
bhaarat ke pradhaan maMtrl
India of Prime Minister

= Sense disambiguation based on local context
— Neighbouring words help do the right translation

heads towards Pune g‘ﬂ' HF IR AT L &

pune ki or jaa rahe hai
Pune towards go —continuous is

heads the committee gfafa &Fr 3regerar a9 &

Samiti kii adhyakshata karte hai
committee of leading -verbalizer is



So how the model look now?

e Source sentence can be segmented in I phrases
e Then, p(f|]e) can be decomposed as:

Distortion
I probability

P(?ﬂf_";) — 1_[ ¢UT}‘|?’-,'J d(start; —end;_; — 1)

i=1

o - Phrase Translation
start, :.star't [.‘.IOS.I‘FIDI"I-II"I f of'::h phrase of e Probability
end, :end positionin fofi sﬂtf'[l"a?’eﬂﬁr?cm-zc;a

utori 173



Language Model

Measures how likely a sentence is P(e) = a proxy for grammatical correctness/fluency

P(e) = P(e,e,....e)
- (eeee—— '
M. Plele &) chain Rule

= Ny Plele &) {sssmmmm  Markov assumption

How to estimate P(ele , e, ,,)?

e We can estimate the probabilities by counting from a monolingual corpus
e P(book|the)=#(the,book)/#(the)
e Alittle complication: what happens if book never comes in the training corpus

e That's the complicated part of language modelling, let's skip it for now!



Training a Phrase-based SMT system

e Building the Language Model

e Building the Translation Model
- Word Alignment (find word-level correspondences)

— Phrase Extraction (extract phrase pairs)

e Tuning the Model



Word Alignment

e Central Task in Statistical Machine Translation
e Given a parallel sentence pair, find word level correspondences
(alignment, let's say a)

(B () ) (el ) () (G (e
T



But there are multiple possible alignments

Sentence 1

G GG > G (B G (o>
EGTTD B G O @

G oY Cod G D () Toee> @ G




But there are multiple possible alignments

Sentence 2

G GO G GRS G (G e (o

5=
Y TR T (Y Ty () U )




Key idea

Co-occurrence of words

e \Words which occur together in the parallel sentence are likely to be
translations (higher P(fle))

e Alignments which have more likely word-translation pairs are more likely
(higher P(a))

e It's a chicken-and-egg problem!

e How to actually find the best alignment?



Expectation-Maximization Algorithm
e Find the best hidden alignment

e A key algorithm for various machine learning problems
o Start with a random alignment
o Find P(fle) given the alignments
o Now compute alignment probabilities P(a) with these new
translation probabilities
o Do this repeatedly till P(fle) does not change




At the end of the process

Sentence 2

T oo BEEE=
GD GO GO ET G CD & GO



Learning Phrase Tables from Word
Alignments

* Leverages word
alignments learnt from

IBM models
] . ProflC N R |[Rao|was honoured|with/the Bharat Ratna
* Word Alignment : reliable |gasr 1 ' '
input for phrase table AR I -
i BAL =5 4 I |
learning S |
— high accuracy reported for :W | : s
many Ianguage pairs FI'J—_-HTTT;'I?F Il | h-: j
* Central Idea: A Bl o | B
ITIT |

consecutive sequence of
aligned words constitutes
a “phrase pair”

- Which phrase pairs to include in the phrase table? s



Extracting Phrase Pairs

Rao|was|/honoured|with the Bharat|Ratna




Phrase Pairs “consistent” with word
alignment

| 1 | 1
consistent inconsistent consistent

PAL

Source: SMT, Phillip Koehn



Examples

s s | Frcsracow -:dlx‘»—i‘l.l'z thae| FE hasar=at| Fl satras

26 phrase pairs can
be extracted from
this table

Professor CNR
Professor CNR Rao

Professor CNR Rao was
Professor CNR Rao was
honoured with the Bharat Ratna
honoured with the Bharat Ratna
honoured with the Bharat Ratna

honoured with the Bharat Ratna

UThFHY HI.OA. AT 9

ghEY WL.UA. AR A9

UThFET HT.OA.T 9

HIIA A H HFATTAA
HITALcd H HFATAT T
HITALcad & HFEATAT AT arar
HI ARAIA H TFATAT HAT arAar



Computing Phrase Translation

Probabilities

e Estimated from the relative frequency:

Prime Minister of India

Prime Minister of India

Prime Minister of India

e count(e. f)
P(fle) =

Zf count(@, fi)

HIITT & UT=T FHAT 0.75
India of Prime Minister

AT & HdYd TTeT HAT 0.02
India of former Prime Minister

T HAT 0.23

Prime Minister



Tuning

* Learning feature weights from data — A,
e Minimum Error Rate Training (MERT)

e Search for weights which minimize the translation error on a
held-out set (tuning set)

— Translation error metric : (1 — BLEU)

initial .
parameters

decode apply
n-best Ilst of
1ranslat|ons parameters
|f changed

optlmaze i final
parameters | jf converged parameters

Source: SMT, Phillip Koehn

18-Dec-2013 SMT Tutorial, ICON-2013 193



Overall Training Process for PB-SMT

Word aligner Word
| E.g.GIZA++

Parallel training
corpus

Monolingual
target corpus

18-Dec-2013

alignments

Parallel tuning
corpus

Phrase ;?air Distortion Other Feature

extraction model learning Extractors
Phrase Distortion Feature
tables Model ‘ values

Language model
learner _—
E.g. SRI, IRST

\/

Language

MERT Tuning <=—+——

Model

SMT Tutorial, ICOMN-2013

Parameter Decoder
weights 194




Decoding

We have learnt a translation model, how do we translate a new sentence?

Ram ate rice with the spoon
ITH @ ( et ) & AT | ag aHqr
A =T QT o= | =rmaeT | ] a8 TFEAT
THFT | [ @T foraT & | TFH
IHH Sr=r o)
TEHT O
=TFHT & ATT

Isn’t it ok to just score all possible translations using the model? € = argmax P(e) x P(fle)
€

NP-hard problem: 10-word sentence, 5 translations per word: 10°10! ~ 362 billion possible
translations = Not possible to score each candidate

Look for approximate solutions
o Restrict search space: some word orders are not possible
o Incremental construction and scoring
o Remove candidates that are unlikely to eventually generate good translations



Search Space and Search Organization

Each hypothesis is scored using the SMT
model

Hypotheses are maintained in a priority
queue (called stack decoding historically)
Limit to the reordering window for
efficiency
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We have looked at a basic phrase-based SMT system

This system can learn word and phrase translations from parallel corpora
But many important linguistic phenomena need to be handled

e Rich morphology
e Out of Vocabulary words

e Divergent Word Order



Language is very productive, you can combine words to generate new words

Inflectional forms of the Marathi word g¥

house

in the house

on the house

below the house

in the house

behind the house

of the house

that which is behind the house
in front of the house

that which is in front of the house
in front of the houses

Hindi words with the suffix dT¢

HIFIdIG communism
HHATSCIG socialism
PEICIGY capitalism
SATdrdare casteism
ATHATSIdIG | imperialism

The corpus should contains all variants to
learn translations

This is infeasible!



Inflectional forms of the Marathi word g¥

Hindi words with the suffix dT¢

HIF dig communism
HATS dig | socialism
qail dg capitalism
Srdrarg | casteism
AT imperialism

I3E8 house

grard in the house

oY o 93al on the house

T o Wil below the house

T o ALY in the house

T o #ARY behind the house

g ofdT of the house

gI CTHMET OT | that which is behind the house
T o FAR in front of the house

T of AR that which is in front of the house
2l in front of the houses

R T & JAR

—dlq

Break the words into its component
morphemes

Now we need to only learn translations for
the morphemes

Far more likely to find morphemes in the
corpus

Tools for obtaining morphemes: Morfessor and Indic NLP Library



Some words not seen during train will be seen at test time
These are out-of-vocabulary (OOV) words

Names are one of the most important category of OOV's
= There will always be names not seen during training

How do we translate names like Sachin Tendulkar to Hindi?

Note: We want to do a mapping of characters so that they sound the same in Hindi
= We call this process ‘transliteration’. More on transliteration later ...



So far we have seen how to learnt how to translate words and phrases

Let’s see how we can generate the correct word order



Getting word order right

Phrase based MT is not good at learning word ordering

Solution: Let’s help PB-SMT with some preprocessing of the input

Change order of words in input sentence to match order of the words in the target language

Let’s take an example

Bahubali earned more than 1500 crore rupee sat the boxoffice



Parse the sentence to understand its
syntactic structure

Apply rules to transform the tree

VP — VBD NP PP = VP — PP NP VBD

This rule captures
Subject-Verb-Object to
Subject-Object-Verb divergence

S

N

NP P

|
NNP
|
Bahubali @
VBD NP PP
earned IN NP
CD NN NN
|
| /\

| at DT NN

1500  crore rupees | |
the  boxoffice

S

T

NP VP

o P

|
NNP
|
Bahubali %D

PP NP VBD
@ T
IN NP earned
| P CD NN NN
at DT NN \ [ l

| | 1500  crore rupees
the  bozoffice



Prepositions in English become postpositions in Hindi

PP - INNP = PP — NP IN

The new input to the machine translation system is
Bahubali the boxoffice at 1500 crore rupees earned

Now we can translate with little reordering

STgeoll of JIFF3NBE G 1500 RIS TYT HHTT

S

T

NP VP
|
NNP
|
Bahubali
PP NP VBD

|
GRS

IN
CD NN NN
T L | |

crore rupees

the  boxoffice

These rules can be written
manually or learnt from parse
trees



Better methods exist for generating the correct word order

Incorporate learning of reordering is built into the SMT system

Hierarchical PBSMT = Provision in the phrase table for limited & simple reordering rules

Syntax-based SMT = Another SMT paradigm, where the system learns mappings of “treelets”
instead of mappings of phrases
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Evaluation of Machine Translation

How do we judge a good translation?
Can a machine do this?
Why should a machine do this?
Because humans take time!



* Assign scores to specific qualities of output

— Intelligibility: How good the output is as a well-
formed target language entity

— Accuracy: How good the output is in terms of

preserving content of the source text

For example, | am attending a lecture
H U AT dT §
Main ek vyaakhyan baitha hoon
| a lecture sit (Present-first person)
I sit a lecture : Accurate but not intelligible
Main vyakhyan hoon
I lecture am
I am lecture: Intelligible but not accurate.




How is translation performance measured?

The closer a machine translation is to a
professional human translation, the better it
IS.

* A corpus of good quality human reference
translations

IH

e A numerical “translation closeness” metric



Preliminaries

e Candidate Translation(s): Translation returned
by an MT system

* Reference Translation(s): ‘Perfect’ translation
by humans



Human Evaluation

Adequacy Fluency
5 all meaning 5 flawless English
4 | most meaning 4 good English
3 | much meaning 3 | non-native English
2 | little meaning 2 | disfluent English
1 none 1 | incomprehensible

* Adequacy: Does the output convey the same meaning as the
input sentence? Is part of the message lost, added, or
distorted?

* Fluency: Is the output fluent? This involves both grammatical
correctness and idiomatic word choices.



The most popular metric for MT evaluation: BLEU

Bilingual Language Evaluation Understudy

e Simple metric which computes precision and some notion of recall
e Language Independent



Formulating BLEU (Step 1): Precision

| had lunch now.

Reference 1: Ha1 3137y @& @R Reference 2 : Har 373 Ao ham
maine abhi khana khaya maine abhi bhojan kiyaa
I now food ate I now meal did

| ate food now. I did meal now

Candidate 1: Ast 31d @Il @TT
maine ab khana khaya matching unigrams: 3,
I now food ate matching bigrams: 1
| ate food now

Candidate 2: Ast 31y & Uc

maine abhi lunch ate. matching unigrams: 2,
I now lunch ate
I ate lunch(OOV) now(OOV) matching bigrams: 1

Unigram precision: Candidate 1:3/4 =0.75, Candidate 2: 2/4=0.5
Similarly, bigram precision: Candldate 1:0. 33, Candidate 2 =0.33



Precision: Not good enough
Reference: HT I a3 & 3302

mujh-par tera suroor chhaaya

me-on your spell cast
Your spell was cast on me

Candidate 1: Y AT 80 ST matching unigram: 3

mere tera suroor chhaaya

my your spell cast
Your spell cast my

Candidate 2: T aXT a0 qw matching unigrams: 4

tera tera tera suroor
your your your spell

Unigram precision: Candidate 1:3/4 =0.75, Candidate 2:4/4=1



Formulating BLEU (Step 2): Modified
Precision

* (Clip the total count of each candidate word with its maximum
reference count

* Count_ (n-gram)=min (count, max_ref count)

clip

Reference: 313? 9T o 'ﬂﬁ ST
mujh-par tera suroor chhaaya
me-on your spell cast
Your spell was cast on me

Candidate 2: ORT &RT T TN

tera tera tera suroor
your your your spell
. matching unigrams:
(T :min(3,1) = 1}{@ :min(1,1)=1)
Modified unigram precision: 2/4 = 0.5



Modified n-gram precision

For entire test corpus, for a given n,

n-gram: Matching n-grams in C

¥ Y Countip(n-gram)
o= Ce{Candidates )| -grame C
nl— -
3 Y Count(n-gram’)
Modified precision for | €{Candidatesf{ngram €
rs X .
n-grams Overall candidates of n-gram’: All n-grams in C

test corpus

This metric prefers shorter candidates translations, hence a brevity penalty is added



BLEU score

Recall -> Brevity Penalty

é;.[l—.?' f_:' ].f c = 7

BP={ 1 ifc>r

5y

Precision -> Modified n-
gram precision

¥ Y, Counteip(n-gram)
Ce{Candidates} n-grame< (

Pn =

o Y Count(n-gram’)

| . | ¥ ~
C'e{Candidates} n-gram’ € (

V2

N

BLEU= BP - exp ( D Wy logpn)

n=1




Why does BLEU score work at all?

Well co-related with human judgments
This is the principle for evaluation of evaluation metrics!

35
3 e
25 + . ¢
2 |
1.5 -

1 B
05 +
0 ‘. |

0 0.1 0.2 0.3

Bleu score

Bilingual Judgement
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Neural Machine Translation



SMT, Rule-based MT and Example based MT manipulate symbolic representations of knowledge

Every word has an atomic representation, home | 0 L A B
which can’t be further analyzed
water 1 0 1 0 0
No notion of similarity or relationship between words house | 2 0 jo |1 jo
- Even if we know the translation of home, we can’t tap 3
translate house if it an OOV 0 0 0 1

Difficult to represent new concepts
- We cannot say nothing about ‘mansion’ if it comes up at test time
- Creates problems language model as well = whole are of smoothing exists to overcome this problem

Symbolic representations are discrete representations
- Generally computationally expensive to work with discrete representations
- e.g. Reordering requires evaluation of an exponential number of candidates



Neural Network techniques work with distributed representations

Every word is represented by a vector of numbers

e No element of the vector represents a particular word home 0.5 06 |07
e The word can be understood with all vector elements
e Hence distributed representation water 0.2 09 | 03
e Butless interpretable

house 055 | 058 | 0.77
Can define similarity between words

tap 024 |06 | 04

- Vector similarity measures like cosine similarity
- Since representations of home and house, we
may be able to translate house

Word vectors

New concepts can be represented using a vector with different values :
or embeddings

Symbolic representations are continuous representations
- Generally computationally more efficient to work with continuous values
- Especially optimization problems



Embedding

Encoder

Source Representation

Decoder

Output

Encode - Decode Paradigm

Entire input sequence is processed before generation starts
= In PBSMT, generation was piecewise

The input is a sequence of words, processed one at a time

While processing a word, the network needs to know what it
has seen so far in the sequence

Meaning, know the history of the sequence processing

Needs a special kind of neural: Recurrent neural network unit
which can keep state information



Encode - Decode Paradigm Explained

(5)... continue fill
end of sequence
tag is generated

Use two RNN networks: the encoder and the decoder
(4) Decoder

generates one
element at a
time

e e e

(3) This is used
to initialize the
decoder state

(1) Encoder
processes one
sequence at a
time

Decoding

J{H%@%Hl

(2) A representation
of the sentence is
generated

| read the book

| UEEE—— S

Encoding



This approach reduces the entire sentence representation to a single vector

Two problems with this design choice:

e A single vector is not sufficient to represent to capture all the syntactic and semantic
complexities of a sentence
o  Solution: Use a richer representation for the sentences

e Problem of capturing long term dependencies: The decoder RNN will not be able to make
use of source sentence representation after a few time steps
o  Solution: Make source sentence information when making the next prediction
o Even better, make RELEVANT source sentence information available

These solutions motivate the next paradigm



Annotation
vectors

Encode - Attend - Decode Paradigm

S

Represent the source sentence by
the set of output vectors from the
encoder

Each output vector at time tis a
contextual representation of the
input at time ¢

Note: in the encoder-decode
paradigm, we ignore the encoder
outputs

Let’s call these encoder output
vectors annotation vectors



How should the decoder use the set of annotation vectors while predicting the next character?

Key Insight:
(1) Not all annotation vectors are equally important for prediction of the next element
(2) The annotation vector to use next depends on what has been generated so far by the decoder

eg. To generate the 3" target word, the 3™ annotation vector (hence 3™ source word) is most important

One way to achieve this:
Take a weighted average of the annotation vectors, with more weight to annotation vectors which need

more focus or attention

This averaged context vector is an input to the decoder



Let’s see an example of how the attention mechanism works
during decoding
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For generation of " output character:
o ¢, : context vector

a..: annotation weight for the j annotation vector
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But we do not know the attention weights?
How do we find them?

Let the training data help you decide!!

Idea: Pick the attention weights that maximize the translation accuracy
(more precisely, decrease training data loss)
e Note = no separate language model
e Neural MT generates fluent sentences
e Quality of word order is better

e No combinatorial search required for evaluating different word orders:
o Decoding is very efficient compared to PBSMT

e Exciting times ahead!



We can look at translation as a sequence to sequence transformation problem

Read the entire sequence and predict the output sequence (using function F)

L v

F

l

Length of output sequence
need not be the same as input
sequence

Prediction at any time step ¢
has access to the entire input

A very general framework



Sequence to Sequence transformation is a very general framework

Many other problems can be expressed as sequence to sequence transformation

e Summarization: Article = Summary
e Question answering: Question = Answer
e |mage labelling: Image = Label

e Transliteration: character sequence = character sequence



Summary
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Machine Translation Paradigms
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Extensions to Phrase-based SMT
Evaluation of Machine Translation
Neural Machine Translation



Getting Started with Machine Translation

Software
e Statistical Machine Translation: Moses
e Neural Machine Translation: Nematus
Corpora
e Technology Development in Indian Language (TDIL) website

e Europarl Corpus
e |IT Bombay English-Hindi Parallel Corpus



Resources for Reading

Books & Articles
e Statistical MT Tutorial Workbook, Kevin Knight (online)
e Statistical Machine Translation, Phillip Koehn (book)
e Machine Translation. Pushpak Bhattacharyya (book)
[

Neural Machine Translation. Kyunghyun Cho (online)
o https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-with-gpus/

Presentations

e Machine Learning for Machine Translation (An Introduction to Statistical
Machine Translation). Tutorial at ICON 2013

o https://www.cse.iitb.ac.in/~anoopk/publications/presentations/icon 2013 smt tutorial slides.p
df



https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-with-gpus/
https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-with-gpus/
https://www.cse.iitb.ac.in/~anoopk/publications/presentations/icon_2013_smt_tutorial_slides.pdf
https://www.cse.iitb.ac.in/~anoopk/publications/presentations/icon_2013_smt_tutorial_slides.pdf
https://www.cse.iitb.ac.in/~anoopk/publications/presentations/icon_2013_smt_tutorial_slides.pdf

Transliteration



You are in Kerala ... waiting to travel
by bus

SO MR
MUSA10 | REEpaHmED]
HCLE T RRTI 20 | (TS i

Ereds o CFas

Not a hypothetical situation .... Read this:
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-si
gnage-in-three-languages/article5224039.ece



http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece

How do you translate Xi Xinping?

Xi Jinping is the President of China
A RIIfther et & Tseufa g

Ok, we got lucky here ... but there are so many
names you will not find in any corpus



Transliteration can simplify Translation

Hindi
I earT HunfaresT H gor 11 ST a9 Y I HE & IR STE 3T oI 2 |

Punjabi Translation

Hdd AT Y= fog A i 792 3€ S YS HI © IHS g7dd M8 BAar J |
STep}. ATE HoTTel! fora st o1 1 ag <t g 918 I 9188 130T o aT & |

Hindi-Punjabi Transliteration

e AT Y&t H §Hs M7 A2 32 2 I3 HI € ITHS ¥7Jd P BIraT J |
3T ATE HOTTeAT F Foi= 1T S d< dt Tehd FL 18 < I 9783 3TT30T oFIaT 2 |




Some Concepts

Natural Language: A system of communication among humans with sound

Script: A system of symbols for representing language in writing

— A language can have multiple scripts:

— Sanskrit is written in many scripts (Devanagari, Malayalam, Tamil, Telugu,
Roman, etc.)

— A script can be used for multiple languages

— Devanagari is used to write Sanskrit, Hindi, Marathi, Konkani, Nepali

Phoneme: basic unit of sound in a language that is meaningful

Grapheme: basic distinct unit of a script

— A phoneme can be represented by multiple graphemes

— cut, dirt

— A grapheme can be used to represent multiple sounds

— cut, put




What is transliteration?

Transliteration is the conversion of a given name in the source language
(from source script) to a name in the target language (target script), such that
the target language name is:

phonemically equivalent to the source name

- HF95 — Mumbai

conforms to the phonology of the target language

- Mg — BT (AT

matches the user intuition of the equivalent of the source language name in
the target language, considering the culture and orthographic character
usage in the target language

- @elqa)¢ (aalappuzha)— Alappuzha




Isn't it easy to just map characters from

one script to another?

Local spelling conventions

— odrl in Roman: Latha (South India) vs Lata (North India)
— Laxmi — T&THT

Missing sounds

- adIIeHe0S (kozhikkoT)— ISR (koShikkod)
Transliterate or translate

- edI¥lesns (kozhikkoT) — Calicut

Transliteration variants

- Hd3, HFES




Why English spellings caused trouble
In school ...

Ambiguity in character to sound mapping

. lonize vs nation

. fish can be pronounced as ghotfi
- ghasin tough
- 0 as in women
- ti as in nation



... and Hindi spellings didn't

Unambiguous mapping from character to sound

Remember the varnamala? — organized according to scientific principles

sparsa anunasika antastha usma/samghashri
{Plosive) (Nasal) {Approximant) {Fricative)
Voicing — aghosa ghosa aghosa ghosa
Aspiration — alpaprana mahaprana alpaprana mahaprana alpaprana mahaprana
kanthya ka kha ga gha 2 na ha
(Guttural) g L “ K" i fa/ XL fan/ S i/ g Ry
talavya ca cha ja jha fa ya sa
= = = ;
(Palatal) o fe. 7 e, ol 1y A3/ bl Ay, dzny > mf i i T Je. Ir
muardhanya ta tha da dha na ra sa
i = . I3 i s ; @ : or . T g ;
(Retroflex) v i Fi= ) Fis bl m/ frf fsf
dantya ta tha da dha na la sa
({Dental) d nr o e = Jdr = ary = my <1 i fst
osthya a ha ba bha ma va
sthy: q P {523 P o q k=1 |

(Labial) e/ e fof /ony fmy fw, of



The extent of Devanagari-like scripts




How do we solve the transliteration
problem?

Transliteration is very similar to translation

Instead of words, we have characters

However, it is much simpler

— No reordering

— Small vocabulary (except Chinese and Japanese Kaniji)

— Regular grammar

Similar to Vouquois triangle, you can transliterate at different levels:
— Phoneme (like transfer based MT)

— Grapheme (like direct MT)



References

e About Scripts
— Omniglot: http://www.omniglot.com/
— Wikipedia pages on Devanagari & Brahmi script
[
e About Transliteration
— Karimi, Sarvnaz, Falk Scholer, and Andrew Turpin. "Machine
transliteration survey." ACM Computing Surveys. 2011.
e Hands on
— Google Transliterate
e hitp://www.google.com/inputtools/
— Brahmi-Net: [ITB's transliteration system
e http://www.cfilt.iitb.ac.in/brahminet/



http://www.omniglot.com/
http://www.google.com/inputtools/
http://www.cfilt.iitb.ac.in/brahminet/

Thank You!

https://www.cse.iitb.ac.in/~anoopk
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