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Diversity of Indian Languages

Highly multilingual country

Greenberg Diversity Index 0.9

Arabian
Sea

4 major language families
1600 dialects

22 scheduled languages
125 million English speakers BAiaE cean
8 languages in the world’s top 20 languages

11 languages with more than 25 million speakers
30 languages with more than 1 million speakers

INDIAN LANGUAGE
FAMILIES

Sources: Wikipedia, Census of India 2011



Indian Languages on the Internet

N |Indian language internet users
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B English internet users
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2011

Total internet
users in India

2016 2021(P)

110 million 409 million 735 million

Source: KPMG in India's analysis, April 2017

(P): Projections

Internet User Base in India (in million)

Source: Indian Languages:

201 mn, 38%

110 mn, 20%

17 mn, 3% .
25 mn, 5% 536 million

in 2021P
26 mn, 5%‘

51 mn, 9% .-' 42 mn, 8%

32 mn, 6% 31 mn, 6%

= Hindi = Bengali = Telugu
= Tamil Marathi = Gujarati
Kannada » Malayalam = Other languages

Language Internet users 2021 projected (in million)

Defining India’s Internet KPMG-Google Report 2017



Major Applications requiring Indian language support

Chat
applications
Digital payments

Digital
entertainment

Social media

platforms
Online

government

services Digital news

Digital
classifieds

Digital write-ups




Challenges on language adoption on the Internet

. 700/0 Indian language
- internet users face
challenges in using
English keyboards

-

- 600/0 of the users dropping 30(70 Indian language internet
out of internet stated high cost users are aware of the online
of internet and limited internet content but not comfortable

access as the primary reason using the online medium

How do we improve support for Indian languages?



Improving Indian Language Support

Applications and websites which support rich experiences:

. Information
Question & :
. Extraction &
Answering .. : :
Categorization Transliteration

Entity
|dentification



Machine Learning is the dominant NLP Paradigm

Training Pipeline An_ML Pipeline  Test pipeline
for a Text

Text Instance Classification Text Instance

Feature vector ﬂ Feature vector ﬂ

|
Decision Function
o © 0 / sign(f(x))
@ Train ®
"% e o e EEe——) e o O
o ® ° ?
** Classifier *e & l .

Training set fx) = Model Positive Negative



Scalability Challenges in ML solutions

* NLP requires human expertise = difficult and expensive to replicate for
every language
* Annotated data

* Linguistic knowledge inputs
* Expense cannot be justified for all languages

* Difficult to deploy and maintain systems for multiple languages



Let’s look at examples of different kinds of annotations ...



Monolingual Corpora — easy to collect

SIBTBD: 3PS 23PTE3N BoBIRPWR)TY, 3rdadren Fe0ts) BFIET) BOY) SFHRDN
300T3NT3. 2,083 239, ,0T3° 230)8 3500083, BREIL® 233G, B Ten NedMadS D), 3035003
50308 )G FeZNYe) u3ed FeT BRBFOD (DFEB) AoDHTHNBIY, SBT3,

R, IBe0T, 3,068 €9z3T 9 BFI0DE) 20390 ITWER $e0T3) T23e3 BoT)e3 303N
BRBEWIT Re0350E BOE) B3NP, BP0, DB 239,,078° 230)3 3300083 DVNNYE) Be
308®), 25083e03) VTZONED BTe3ed D02 DODHTTY, BB BTN, Foriade, NN
3035003 TN S e ﬁeﬁm@@o:be?q SPTTEY, DFBNH 923503 QeBedNT.

200T3€ 239, ;0T8° 28&3)(3 3500083 da@ﬁﬁ@e?o =3 JRE Be 303, 23008e03) TTZ
3300083eIaN23eE d02) D03 AC. 3T, BT DRET 3&e9éd BTITOADE) Be 300w,
3e8e0d) RTZMLD 23I00VE3eTTWT DB DOTH DO, ATFIRDTING. Hariode, Be
300, 23908003 BT, B), S0RI)BER, 953503 BN,

Digital Content available varies by languages



Sentiment Analysis - Simple Annotation

Kabir Singh Movie Review e e
w

Review by Bollywood Hungama News Network 4 0

20 June 2019 23:39 pm IST .

Kabir Singh Movie Rating Po s it i ve
Listen to this article in audio 00:00/00:00
®
One of the most loved love stories of Bollywood is DEVDAS. It has been remade several times and ten years ago, Anurag '
[ ]
Kashyap gave a different touch to the tale through DEV D [2009]. All the interpretations have been liked as there's a ® N egat Ive
charm in the story of a man who goes on a self-destructive path when he fails to get the girl he loves. Two years ago,

Sandeep Reddy Vanga made a Telugu film named ARJUN REDDY, which had a kind of a deja vu of DEVDAS. Yet, it stood
out due to the treatment, execution and performances. ARJUN REDDY became a cult success and now its Hindi remake

KABIR SINGH is all set to hit theatres. So does KABIR SINGH turn out to be as good as or better than ARJUN REDDY? Or
does it fail to stir the emotions of the viewers? Let's analyse.

Neutral

An example of a text classification problem



Named Entity Annotation —

More time consuming, but does not require a lot of expertise

yesterday delayed the demerger of its T-Mobile
wireless business, which owns UK network ﬁ until next year owing

to the volatlla of the stock markets.
was among a number of European telecom companies
looking to demerge or float wireless operations this year. BT is expected

to demerge its wireless business In the gutumn.

However Deutsche Telekom, still partly state-owned, warmed yesterday

that investor appetite for hi-tech shares Is still too low. Analysts consider

- which has 60m subscribers across Eurepe. to be one of
s most valuable assets and welcomed the decision to
delay.

v
ate

__ FirstPerson

__| JobTitle

) Location
__ Lookup

Money
Organization
__ Person




Parallel Corpora — large requirement, needs good language skills

A boy is sitting in the kitchen Waga:rmﬁéﬁéa%

A boy is playing tennis WWW@HW%’

A boy is sitting on a round table Uch oISehl Uch Tl Hof G SaT &
Some men are watching tennis @WWW@%

A girl is holding a black book Uch oISehl of Ueh ahloll ohdls Jehal &
Two men are watching a movie al A JdT ¢d 1?%\

A woman is reading a book Ueh 3R Uah fohdid UG Te?r%’

A woman is sitting in a red car Ueh 31 Teh Sl R & ST %’




Parse Tree — needs good linguistic expertise

hid
e N
nsuby doby
¥ Y
They letter
/ N\
det on
r'g N
the sheU
det
'Y
the

They hid the letter on the shelf



Need for a Unified Approach for Indic NLP

Expensive to create datasets for each language

* Can we utilize resources developed for some languages for other
languages?

* Can diverse input from different languages lead to better
generalization?

e Can we support multiple languages with reduced effort & cost for
deployment and maintenance?

e Can we use unsupervised data sources?
* Can we utilize relatedness between Indian languages?



Broad Goal: Build NLP Applications that can work on different languages

English Hindi

Machine Translation System

Tamil Punjabi

Machine Translation System

Can we improve English-Hindi translation using Tamil-Punjabi model?
Can we do English = Punjabi translation even if this data is not seen in training?

Can we train a single model for all translation pairs?



Linguistic
Underpinnings of Standards

Relatedness

Unified
Approaches to

Indic NLP
Algorithms &

Methods Services/APlIs

Datasets




A Typical Deep Learning NLP Pipeline

Text Tokens Token Embeddings

- l l l - l B B B - B
- h ’iv ' ‘ <
Output

(text or otherwise) Application specific Deep Text Embedding
Neural Network layers




How do we transfer information across
languages?

Text Tokens Token Embeddings

- l l l - l E E E - E
- h (i" ( . <
Output

(text or otherwise) Application specific Deep Text Embedding
Neural Network layers




A Typical Multilingual NLP Pipeline

Similar tokens across
languages should have

\ similar embeddings
Text Tokens Toke”

A
A 4
A
)
- “
h /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

& — -1 —EBE-¢
~

Similar text across
languages should have

similar embeddings /{

h “ 4 —
-

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Pre-process to facilitate
similar embeddings across

Text languages? Tokens Token Embeddings

— B -1 — BEE - B

A
A 4
A
)
- “
h /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



A Typical Multilingual NLP Pipeline

Text Tokens Token Embeddings

& — i1 —EBE-¢

How to support multiple

target languages? /

Output ,
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers
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Relatedness between Indian
Languages



Why are Indian languages related?

Related Languages

/\

Related by Genealogy Related by Contact
Linguistic Areas

Language Families
Dravidian, Indo-European, Turkic

Indian Subcontinent,
Standard Average European

J R Ve - 18t & 19t centuries, Raymond ed. (2005
(Jones, Rasmus, Verner, url Y (. )) (Trubetzkoy, 1923)

Related languages may not belong to the same language family!

27



Language Families

Group of languages related through descent from a common ancestor,

called the proto-lanquage of that family

‘father’
‘foot’
‘blood’
‘three’
‘that’

Sanskrit
pita
pad-
krira-
trayah
tad

Greek
pater
pod-
kreas
treis
to

Latin
pater
ped-
cruor
tres
-tud

28



Basis of classification

Reqgularity of sound change is the basis of studying genetic relationships

MEANING LATIN PORTUGUESE® CASTILIAN ITALIAN ROMANIAN
‘eight” octo /'okto:/l oito /'ojtu/l ocho /'otfo/[ otto /'atto/l opt ['opt/[
‘milk’ lactem /'lakte/l] leite /'lejto/U | leche /'letfe/0 | latte /'latte/l | lapte /'lapte/
‘fact’ factum /'faktii/0 feito /'fejtu/ll | hecho /'etfo/ll | fatto /'fatto/ll fapt ['fapt/ll

These words are called cognates

Source: Eifring & Theil (2005)

29




Language Families in India

INDIAN LANGUAGE
* AFGHAHISTAH FAHMILIES

EFAL pHUTAN

MYAHMAR
(BURM A

Arabian
Nea

Indian Ocean

4 major language families

Indo-Aryan: North India and Sri Lanka (branch of
Indo-European)

Dravidian: South India & pockets in the North

Tibeto-Burman: North-East and along the
Himalayan ranges

Austro-Asiatic: pockets in Central India, North-
East, Nicobar Islands

Plus

Andamanese family
Unknown language of the Sentinelese



Indo-Aryan

Dravidian

Source: Wikipedia and
IndoWordNet

Cognates in Indian Languages

English |Vedic Sanskrit Hindi Punjabi Gujarati Marathi Odia Bengali
chapati,
bread Rotika chapati, roti |roti pad, rotla poli, bhakart |pauruti (pau-)ruti
fish Matsya Machhli machhi machhli masa macha machh
bubuksha,
hunger kshudha Bhikh pukh bhukh bhakh bhoka khide
bhasha, boli, zaban,
language |bhasha, vaNi (zaban pasha bhasha bhasha bhasa bhasha
ten Dasha Das das, daha das daha dasa dosh
English Tamil Malayalam Kannada Telugu
fruit pazham , kanni pazha.n, phala.n haNNu , phala pa.nDu, phala.n
fish minn matsya.n, min, mina.n mlnu , matsya, cepalu, matsyalu
jalavAsi, mlna , jalaba.ndhu
hunger paci vishapp , udarArtti , kShutt, | hasivu, hasiv.e, Akali
pashi
language pAShai, m.ozhi bhASha , m.ozhi bhASh.e bhAShA , paluku
ten pattu patt,dasha.m,dashaka.m hattu padi




Linguistic Area (Sprachbund)

* To the layperson, Dravidian & Indo-Aryan languages would seem closer to
each other than English & Indo-Aryan

* Linguistic Area: A group of languages (at least 3) that have common
structural features due to geographical proximity and language contact

(Thomason 2000)

* Not all features may be shared by all languages in the linguistic area

Examples of linguistic areas:

* Indian Subcontinent (Emeneau, 1956; Subbarao, 2012)

e Balkans

32



Borrowed Words

Sanskrit word Dravidian Loanword in English
. Language Dravidian Language

Indo-Aryan words in stias stag
Dravidian languages cakram Tamil cakkaram wheel

matsyah Telugu matsyalu fish
Most classical languages

: : ashvah Kannada ashva horse

borrow heavily from Sanskrit

jalam Malayalam jala.m water

Dravidian words in Indo-Aryan languages

* A matter of great debate

* Could probably be of Munda origin also

* See writings of Kuiper, Witzel, Zvelebil, Burrow, etc.

* Proposal of Dravidian borrowing even in early Rg Vedic texts




Borrowed Syntactic Features

Retroflex Sounds in Indo-Aryan Languages: € 0 S ¢ UT

* Found in Indo-Aryan, Dravidian and Munda language families
* Not found in Indo-European languages outside the Indo-Aryan branch

Echo Words: Generally means etcetera or things like this

hi: cAya-vAya, te: pull-gull, ta v.elai-k.elai
e Standard feature in all Dravidian languages
* Not found in Indo-European languages outside the Indo-Aryan branch

SOV word order in Munda languages

* Their Mon-Khmer cousins have SVO word order
 Munda language were originally SVO, but have become SOV over time



Similarities between Indian
languages



Key Similarities between related languages

. Y C

HRATAT TATdAIGATA AT ARG ATST T Teoled AeUd hlUshd AT hiUATd 3Tell
bhAratAcyA svAta.ntryadinAnimitta ameriketlla I0sa enjalsa shaharAta kAryakrama Ayojita karaNyAta AlA

AR =1 ICGIRGIEG] aﬂﬁﬂ? Ueoled AT o AT FI0ATT 3T
bhAratA cyA svA InA nimitta amerike tlla I0sa enjod@_siaharA ta kAryakrama Ayojita kar A

AR & ﬁaﬁa:quumwewﬁ AT Tehar IrT
bhArata ke svates A divasa ke avasara para amarlkA ke losa eMyalsef shahara me.n kAryakrama Ayoji ayA

Lexical: share significant vocabulary (cognates & loanwords)

Morphological: correspondence between suffixes/post-positions

Syntactic: share the same basic word order

Marathi

Marathi
segmented

Hindi

36



Lexical Similarity
(Words having similar form and meaning)

* Named Entities

do not change across languages

mu.mbal (hi)

mu.mbal (pa)

mu.mbal (pa)

* Cognates
a common etymological origin
roTl (hi) roTIA (pa) bread
bhai (hi) bhAU (mr) brother

keral (hi)

k.eraLA (ml)

keraL (mr)

e loan Words

borrowed without translation

* Fixed Expressions/Idioms

MWE with non-compositional semantics

matsya (sa)

matsyalu (te)

fish

dAla me.n kuCha kAIA honA | (hi)

pazha.m (ta)

phala (hi)

fruit

Something fishy

dALa mA kAlka kALu hovu (gu)

Enables sharing of data across languages




But, be warned of ......

False Friends: Similar spelling ; different meaning

* Different origin: pAnl (hi) [water] = panl (ml) [fever]
e Semantic shift: bala means hair (hi, frequent sense) and
bala means child (mr)

Short words:
jala € =2 jAla




How similar are Indian Languages?

Estimate lexical similarity from
parallel corpus

Longest Common Subsequence Ratio (LCSR)

for a sentence pair

LCS(SlJ SZ)

LCSR(S1,32) - max(len(sl), len(Sz))

LCSR for a lanqguage pair

LCSR(L4,Ly) = z LCSR(s4,S7)

(s1,52)€
P(Ly,L2)

IP(Ll»Lz)I

pan

hin

quj

ben

kok

tel

tam

mal

Computed on ILCI corpus

Target

64

56

48

40

32

124

116



Syntactic Similarity

* Almost all Indian languages has SOV word order

e SOV word order determines relative order between:
* Noun-adposition
* Noun-genitive
* Noun-Relative clause
* Verb-Auxilary

* Word order plays a very important role in most NLP applications
* Language Modelling
* Machine Translation

e Relatively Free Word Order



Morphological Similarity

* Inflectionally rich
* Sometimes agglutinative

* Function words with largely 1-1
correspondence

e Similar internal word structure
and compositional semantics

e Similar case-marking systems

Hindi Post-position

Marathi Suffix

Case Description

@ (ko)
@ (ko)
g (se)

q (me)
&l (kA)

o (1A4)
ST (1A4)
4t (nl)
d (ta)

T (cA)

Accusative
Dative
Instrumental
Locative

Genitive




Orthographic Similarity

* highly overlapping phoneme sets
 mutually compatible orthographic systems

* similar grapheme to phoneme mappings



Indic Scripts

All major Indic scripts
derived from the
Brahmi script

First seen in Ashoka’s
edicts

e Same script used for multiple languages

3dC. BCE

1t C. CE

3dC.CE

6th C. CE

8th C. CE

10t C. CE

120 C.CE

Modern é

YNNG

MNorthern Scriptz

nefeuesaq =

[
-

leselng

Brahmi

(]
L]

I|efiuag

* Devanagari used for Sanskrit, Hindi, Marathi, Konkani, Nepali, Sindhi,

* Bangla script used for Assamese too
* Multiple scripts used for same language
e Sanskrit traditionally written in all regional scripts

Southern Scriptz

BAID o

etc.

* Punjabi: Gurumukhi & Shahmukhi, Sindhi: Devanagari & Persio-Arabic

nbnjaL o

[le] 3
e | AR [BLY g



Common characteristics

Devanagari T MEIESFTHICRUASA A AAF@OasaIgad

Bengali THEHTTAD>ALC I YNTYCEEGFALBES T
Gumukhi MO EACHIYTWSTIEATIETSSESIH
Gujarati HBAUMOO GO BAV A VLBV s WAL S ALY B N2 6
Oriya dAUNNARRIIMOEIQREAACPCL2REBC0QQE
Tamil O UB)FL 2MT T RPR PN E B &R EHL TS
Telugu OSRBISEI AV VINDLEL T EPXD S 28 &
Kaiids BEFTHRNINRDVIIDLLBFIAPBIZIP D

Malayalam @0 B D DD © OV £3 60 af) af Oay) 6 80 8D & 61 U) 2Ll

e Largely overlapping character set, but the
visual rendering differs

* Traditional ordering of characters is same
(varnamala)

 Dependent (maatras) and Independent
vowels

Abugida scripts:

primary consonants with secondary vowels
diacritics (maatras)

rarely found outside of the Brahmi family

Consonant clusters (o<h,&7)
Special symbols like:

* anusvaara (nasalization), visarga
(aspiration)

* halanta/pulli (vowel suppression), nukta
(Persian/Arabic sounds)

Basic Unit is the akshar (a pseudo-syllable)



Syllable as Basic Unit

akshara, the fundamental organizing principle of Indian scripts

(CONSONANT) <+ VOWEL

Examples: T (kl), ) (pre)

Pseudo-Syllable

True Syllable = Onset, Nucleus and Coda
Orthographic Syllable = Onset, Nucleus



Organized as per sound
phonetic principles

shows various symmetries

Primary vowels

Unrounded low central
Unrounded high front
Rounded high back

Syllabic variants

Secondary vowels

Unrounded front

Founded hack

Occlusives

)

Short ong Diphthongs
Initial Diacritic Initial Diacritic Initial Diacritic
= O pa AT & U[ pa
g i ﬁ' pi _5; i Eﬂ' pT
3- L g: pu ?jq_ i EL [

oo T oo For T oo
| | I I
S A B A
5 ) 2
ll e O pe ]I s O pai
=, = 2 &
AT o O o 21 au QT pau

Voiceless plosives

Voiced plosives

Masals

unaspirated  aspirated

unaspirated

aspirated

velar G ka
Palatal 9 ca
Retroflex @, ta
Dental (] ta
Labial o pa

Sonorants and fricatives

Falatal

I «na
9 cna
& s
q ha
T pna

Retroflex

M o
< e
S da

o gna

EY
G

15|
q

dha

dha

bha ? ma

na

<
ha 9 fa
)|
q

Labial

@ Sonorants T-[ ya

Sibilants 5[ sa

Other letters

aha

I ra
q sa

h =

g

va



Benefits due to script design

« Common design and standardization enables easy conversion from one script to another

* Makes exploiting lexical similarity possible

* Phonetic scripts: helps capture similarity between characters

0A8 O0AS 0AA 0OAB O0AC O0AD O0AE 098 099 09A 098 09C 08D OSE
i b
NN B 8|2 ]3] ofa|@] 3| T AN &
(] AAD 0ABD DACT D DAED 0980 ] 04A0 DB 0ech I5ED
RS EZ TN e o T ke Q
LAB1 [ A1 AT DAE1 DEE1 [T oec1 DEE1
-",'\. b (= ! 3 o £
21 = €] = = “ '\.,..-'{ U a é\ “
LAR2 DAAT OAE2 [ DAEZ [reter] A2 DRED 1= ) noE?
s| o[zl o] o N # || o
LABS e AA3 0AB3 [ ] '_WZ; < 'a;h
(0951 543 k] 0eCs [5E3
:
4 2’{.‘1 ad E 2| 9 g
_ *
) A A4 peas ans ecs
o
sl 5|48 4 o QI
LABS DAS5 DAAS 0ABS ACS - f— o

| Feature | Possible Values

Type Unused (0), Vowel modifier (1), Nukta (2),
Halant (3), Vowel (4), Consonant (5),
Number (6), Punctuation (7)

Height (vowels) | Front (1), Mid (2), Back (3)

Length Short (1), Medium (2), Long (3)

Svarl Low (1), Lower Middle (2), Upper Middle (3),
Lower High (4), High (5)

Svar2 Samvrit (1), Ardh-Samvrit (2)
Ardh-Vivrit (3), Vivrit (4)

Sthaan Dvayoshthya (1), Dantoshthya (2),

(place) Dantya (3), Varstya (4), Talavya (5)
Murdhanya (6), Komal-Talavya (7),
Jivhaa-Muliya (8), Svaryantramukhi (9)

Prayatna Sparsha (1), Nasikya (2), Parshvika (3),

(manner) Prakampi (4), Sangharshi (5), Ardh-Svar (6)

Useful for natural language processing: transliteration, speech recognition, text-to-speech




The Periodic Table and Indic Scripts

Dmitri Mendeleev is said to have been inspired by the two-dimensional
organization of Indic scripts to create the periodic table

http://swarajyamag.com/ideas/sanskrit-and-mendeleevs-periodic-table-of-elements/

The Full List of Mendeleev’s Predictions with their Sanskrit Names

Mendeleev’s Given Name Modern Name
Eka-aluminium Gallium
Eka-boron Scandium
Eka-silicon Germanium
Eka-manganese Technetium
Tri-manganese Rhenium
Dvi-tellurium Polonium
Dvi-caesium Francium
Eka-tantalum Protactinium

48


http://swarajyamag.com/ideas/sanskrit-and-mendeleevs-periodic-table-of-elements/

India as a linguistic area gives us robust reasons
for writing a common or core grammar of many of
the languages in contact

~ Anvita Abbi

49
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Utilizing Relatedness between
Indian Languages

Orthographic Similarity
Lexical Similarity

Syntactic Similarity



Utilizing Orthographic Similarity



Script Conversion

* Read any script in any script
* Unicode standard enables consistent script conversion

unicode_codepoint(char) - Unicode_range_start(L,) + Unicode_range_start(L,)

0AB 0A9 OAA OAB OAC OAD OAE 098 099 O09A 098 09C 09D O9E
i i
NN DL 6| 2] A3 ] ofa|R]T| T AN &
0AS0 OAAD 0AB0 0ACT DADD OAED [ i) DAL Il i) 09ED
T IR | AN Q 2| 1| C 9 & Q
WAE1 W AAT A OAE1 D9A1 ec1 09E1 W
AB2 AAZ OASD OAEZ 0aA2 [ET [ac2 DOE2
a| o 2’{1 lgL U\, Q b o ol 8| o O )
AB3 oA 0AA 0AS3 J‘-.[]_ < ‘aa %
feay 0aA3 aCs 0ES
(I < Cll
4 E"m‘ (t E 4 @ E !
[ A4 5
=04 0944 fecd
T
sl 54U |4 | S| F| 9
(LAB! OASS AAS 0ABS w5 0045




Multilingual Acronym Generation

Simple application of script conversion

Need to build Latin to Indic script mappings only once

T 4l T

ACL 9 i ae

S e H



Multilingual Transliteration

Train a joint transliteration model for
multiple Indian languages to English

- : & vice-versa
Hindi = English corpus

Example of Multi-task Learning

Bengali = English corpus

Similar tasks help each other

Zero-shot transliteration is possible

Telugu = English corpus

Perform Kannada = English transliteration
even if network has not seen that data



Concat training sets

Malayalam CHIF1GHOIS  kozhikode

Hindi Corg| kerala
Kannada Afelak=iole)) bengaluru

Convert to a common script

Malayalam m kozhikode
Hindi ol kerala
Kannada CEI.E) bengaluru

QN

Share network parameters across languages

Output layer for each target language

dloTQAFT weocRWolRHT B

! i

[ L1 Qutput Layer ] [ L2 Output Layer ]
[ LSTM Decoder
Attention
Network
JOaaguel -
[ CNN Encoder

+

Input Embedding

f

TENDULKAR

L




Unsupervised Transliteration

Source Language Phoneme correspondence &
. word ”gst g Target Language LM Phonetic Similarity
Lea rn . Knowledge

Transliteration model (T,) for source
language (F) to target language (E)
Character-level Learner ’%Character-le\;el Model/
* Monolingual word lists (W and W)
Transliteration Corpus

Synthesized Parallel /
* Phonetic Representations of words /

Y
Substring-level Learner Substring-level Model/




Feature Possible Values

Basic Character Type  vowel. consonant, anusvaara. nukta. halanta, others

Vowel Features

* Represent each Indic character

Length short, long

asa f eature vector Strength weak, medium, strong
Status Independent, Dependent

Defi ilari Horizontal position Front, Back

¢ efine a similarity measure
f y Vertical position Close, Close-Mid, Open-Mid, Open

based on the feature vector , ,

Lip roundedness Close, Open

Consonant Features

Place of Articulation velar, palatal. retroflex, dental, labial

Manner of Articulation plosive, fricative, flap, approximant (central or lateral)
Aspiration True, False

Voicing True, False

Nasalization True. False




Linguistically-informed phonetic priors

Priors capture how similar two characters are (use Dirichlet Priors)

afe = 7Ycco8(vf,Ve)

Phonemic Correspondenc Cosine Similarity

fE ) - - B SEER RS A - S -

i

W A 0 1 1

/

1-1 correspondence

b tW h - - - - =
Selmrlo SHELES Phonemic Similarity Priors .

R phoneme as a feature vector , it
af.,e — /B lff:e i .-F"f. 5’Uf-’Ue
= 0.01 elsewhere ﬁ» __,f-"'f Qfe = Vs Y. 5v=-ve
. -.H_.F'FF-’ zeCp



Effect of linguistic priors

Method ben-hin hin-kan kan-hin tam-kan
Ay i :11.[] Ay Fy ;111{] A F fllg Ay

Ravi & Knight (2009) | 12.72 68.95 18.94 0.00 44.76 0.07 0.20 48.84 0.54 0.00

Rule-based 16.13 7460 16.13 | 13.75 79.67 13.75 | 1290 79.29 1290 | 10.25

Phonemic Correspondence Initialization + Prior:

Correspondence 18.27 7550 27.04 | 1253 77.32 17.89 | 27.69 81.06 43.55 | 13.49

Cosine 17.74 75.09 26.57 11.38 75.08 18.09 17.54 77.69 32.86 13.21

Siml 18.07 7525 29.05 | 11.72 75.61 20.26 | 19.69 78.18 37.84 | 13.55

* Rule based and use of linguistic priors outperforms Ravi & Knight's (2009) model
« Significant increase in top-1 accuracy over rule-based

« Good top-10 accuracy, which rule-based cannot provide



Syllable-based Transliteration

(Atreya, et al 2015)

BTN

Syllable as the basic Neama g O T3, © o o b L

transliteration unit
3 Gi ol &9 2 3 arjun



Transliteration Accuracies

CS:73.10
V5:83.10
C5:90.30
V5:93.10
C5:86.40
V5:87.60
€5:89.30
V5:88.80
C5:78.70
V5:79.90
€5:97.40
V5:98.40
C5:97.60
V5:98.40
C5:99.00
V5:99.10
C5:84.10
VS5:94.30

C5:77.50
VS5:82.50

C5:78.60
V5:87.70
C5:79.30
V5:84.80
C5:83.00
V5:87.00
C5:79.40
V5:88.60
C5:75.20
V5:79.80
C5:76.40
V5:81.30
C5:72.20
V5:77.70

C5:89.80
V5:93.70
C5:82.58
V5:86.89

C5:79.70
V5:88.30
C5:84.10
V5:91.20
C5:75.40
V5:84.40
(C5:96.40
V5:98.10
C5:94.60
V5:97.40
C5:99.60
V5:95.60
C5:86.20
V5:95.30

(CS:96.80
VS:98.60
CS:76.30
V5:85.90
(C5:97.40
V5:97.80

(C5:98.70
V5:99.00
C5:66.87
V5:75.88
(C5:99.20
V5:99.30
C5:98.50
V5:98.90
5:99.10
V5:99.30
C5:86.80
VS:95.50

C5:90.30
VS:89.50
C5:74.30
VS5:84.80
C5:90.40
V5:93.80
C5:81.20
V5:88.00

CS5:77.40
V5:81.40
C5:97.60
V5:98.20
C5:96.20
V5:96.80
C5:98.40
V5:99.00
C5:86.70
VS5:06.60

CS5:77.80
VS:78.90
C5:71.00
V5:80.60
C5:68.20
V5:80.60
CS:72.77
V5:82.88
C5:81.60
V5:83.00

C5:70.10
V5:76.90
C5:71.50
V5:79.60
C5:71.80
V5:77.70

C5:95.70
VS5:97.90
C5:71.40
V5:81.70
C5:96.20
V5:96.90
C5:95.70
V5:96.50
C5:97.00
V5:97.00
C5:67.00
V5:74.60

C5:99.20
V5:99.60
C5:98.90
V5:99.40
C5:86.50
V5:96.60

CS:96.80
VS:98.40
CS:73.80
V5:85.20
(€5:95.50
V5:97.00
CS:93.30
VS:93.60
CS:95.70
VS:96.70
CS:74.90
VS:78.60
CS:98.70
VS:98.80

C5:99.80
V5:99.90
C5:86.90
V5:96.20

C5:96.90
VS:98.50
CS:69.00
V5:78.40
C5:98.40
V5:98.20
C5:95.40
V5:96.70
C5:98.00
V5:98.40
(5:69.20
V5:73.90
€5:99.00
V5:97.70
C5:99.50
V5:99.90

C5:85.70
V5:95.90

C5:98.50
V5:98.30

CS$:97.70
V5:98.00
(S:95.60
VS$:95.80
(€$:98.00
V$:98.20

(5:98.50
V5:98.80
C5:98.90
V5:99.30
C5:97.20
V5:97.90

Syllable-level transliteration (VS) outperforms character-level transliteration (CS)




Utilizing Relatedness between
Indian Languages

Orthographic Similarity
Lexical Similarity

Syntactic Similarity



Multilingual Word Embeddings

English French
.dn'nk e boire
® @ ,
drank are. buvait
: manger
kin
® g roi O
® prince , man %
queen prince g
.. princess S ,
princesse

Joint English French

drink boire
@

drank. buvait

manger
eat ® 0]
® 0

“s mangeé

rol king princess princesse
° e
rince ¥ . ]
P prince  queen reine

Monolingual Word Representations
(capture syntactic and semantic
similarities between words)

embed(y) = [ (embed(x))

X,y are source and target words
embed(w): embedding for word w

Multilingual Word Representations
(capture syntactic and semantic
similarities between words both
within and across lanquages)

(Source: Khapra and Chandar, 2016)



Bilingual Lexicon Induction

Given a mapping function and source/target words and embeddings:
Can we extract a bilingual dictionary?

H20
paanii . liquid O O O
waterO [ ] Q
hydrogen
O
oxygen

Find nearest neighbor of mapped embedding

y’=W(embed(paani)) r;lggc cos(embed(y),y") = water

A standard intrinsic evaluation task for judging quality of cross-lingual embedding quality



The case of related languages

Concat

e Concat monolingual corpora and train embeddings
* Same words will have same embeddings
* Subword information in both languages considered by FastText

Identity

* Foridentical words, just assign corresponding embedding for word in other language
embedding(ghar,marathi) = embedding (ghar, hindi)

Enhanced embedding representation
* Add features to monolingual embeddings to capture character occurrence
e Learn bilingual embeddings on these enhanced monolingual embeddings

ghar (@@ @®@®®® OO

Original embedding Char co-occurrence




Evaluation

Baseline (B) 40.27 39.40 26.47
B + identity (1) 51.73 44.07 42.63
B + enhanced (E) 50.33 48.40 29.63
B+ |+E 55.40 47.13 43.54

Precision@1



Multilingual Neural Machine Translation

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

We want Gujarati = English translation = but little parallel corpus is available
We have lot of Marathi = English parallel corpus

Concatenate Shared

Parallel e Attention

Corpora EACOdEr Mechanism

Gujarati

English




Combine Corpora from different languages

(Nguyen and Chang, 2017)

| am going home Q U2 el & It is cold in Pune quITT qg 3Tg
It rained last week cAl dlsalSaul HL My home is near the market | ATSAT YY dlGIRToIdod 38
ale uisAl

Convert Scrm /

Concat Corpora

| am going home § T SId )

It rained last week Sodl ATarsdT AT gHIG qrgar
It is cold in Pune FID'U?II'IH IS 3-11%’

My home is near the market | HISIT U dlGIRToldd 3-]T%'




/eroshot Translation

Marathi = English

Training

Model




Training Multilingual NMT systems

Cl
Method 1 > 5
Joint Training Sample from Combine Parallel
Parallel Corpora Corpora

Train

Method 2 — Model for C, — Model tuned for C,
Fine-tuning Finetune

Train




Subword-level Representation of Corpora

| am going home § TR SId )

It rained last week 3_W>IT 3-11?3'3'%_?3” HT am‘r_a q'l?}ff
It is cold in Pune 1EID'U'?ZIT(—-T IS 3-11?

My home is near the market HIST YUY &1 SIRT_ SIdad 3e

 Words don’t match exactly across languages: Subwords needed to utilize lexical
similarity
* Possible Representations: Character, character n-grams, syllables, morph, Byte-
Pair Encoded (BPE) Units
 BPE is very popular:
* unsupervised segmentation
* language-independent
* |dentifies frequent substrings



Backtranslation with a high-resource l[anguage

E’ r E’ H’
Backward MT System > Backward MT System >

Forward MT System Forward MT System

Standard backtranslation Modified backtranslation



Make Indian Language Representations similar

Marathi

Concatenate English
\ETe Shared Shargd nells
Parallel Attention —

Languages Encoder

Corpora Mechanism

Gujarati

Surface form approaches

* Transliteration
* Word-by-word translation
* Word-by-word translation with beam search



Make Indian Language Representations similar

Marathi

C tenat English
oncatenate Map Shared Share.d nglis
ETENE Attention —>

Corpora Mechanism

Languages Encoder

Gujarati

Multilingual Embedding approaches
* Multilingual Word Embeddings
* Multilingual Sentence Embeddings




I\/I U|t|‘|ngua| BERT (Devlin et al., 2018)

[MASK] [MASK]
/ 4 b 4 D £ D\ / b £ N (i

Input [CLS]] my dog is (cute} [SEP] he [ likes 1[ play 1 ##ing ]
Token
Embeddings E[CI.S] Emy EIMASKI Ens Ecute E[S!EP] Ehe EIMASKI Eplay E"ing

kS -+ “+ -+ ES s 4 -+ + b
Sentence
Embedding EA EA EA EA EA EA EB EB EB EB

-+ -+ -+ -+ -+ -+ <+ -+ -+ +
Transformer
Positional
crossang | E0 || E LB I B GG J|&& & &

Transformer encoder with masked LM objective —i.e. try to predict masked words
Concat data from all languages



Cross-lingual Language Model Pre-training

Translation Language

Modeling (TLM)

Token
embeddings

Position
embeddings

Language
embeddings

e Variant of BERT that adds a translation objective

* Needs parallel corpus

(Lample & Conneau, 2019)

curtains were les bleus
Transformer
[/s] the [MASK] [MASK] blue [/s] [/s] [MASK] |rideaux étaient [MASK] [/s]
+ + + + + - + + + + + +
0 1 2 3 4 5 0 1 2 3 4 5
+ + + + + + -+ + + 4 + +
en en en en en en fr fr fr fr fr fr




How to make other NLP applications multilingual?

Hindi
- Application Output
Bengali Concatenate Shared Application i
training data Encoder Network
Telugu

e Sentiment Analysis
* Named Entity Recognition



English = Indian Languages

How do we support multiple target languages with a single decoder?

A simple trick!: Append input with special token indicating the target language

Original Input: France and Croatia will play the final on Sunday

Modified Input: France and Croatia will play the final on Sunday <hin>

Forward MT System

Still an open problem



Backtranslation via Multilingual Model

L Backward Multi-lingual E > Forward MT System
MT System

E’ g

Baseline Bilingual 19.7
(2) Baseline Multilingual E->X 22.3
(2) + bilingual backtranslation 26.1
(2) + multilingual backtranslation 27.0

English 2 Spanish with English = French as helper pair



Shared and Private Decoder Hidden Units

shared cells tar-2 cells

* Shared units allow learning common features

A A
4 A\ ( A\
* Language-dependent layers capture language
. specific information

m English-Chinese English-German English-French

Baseline Bilingual 44.23 27.84 41.50
(2) Baseline Multilingual E>X 44.30 26.78 41.56
(2) + shared/private units 45.25 27.11 41.98



Indian-Indian Language MT

» Syllable as basic translation unit
* Balance between utilizing lexical similarity and word-level information

Basic Unit Symbol Example Transliteration
Word W ERTEHIRT] gharAsamoracA
Morph Segment M ERT TR T gharA samora cA
Orthographic Syllable O g F AR Al gha rA sa mo racA
Character unigram  C g T HA X T T gharAsamoracA

something that is in front of home: ghara=home, samora=front, cA=of

Various translation units for a Marathi word

W: 319, ERTETeR TS ! .
O: WY _, "I W% _Ad .



Results

Families Lang Pair Sm W Wy M My C O

ben-hin 52,30/ 31.23 32.79 3217 32.32' 27.95 33.46
IA-IA° pan-hin 67.99 68.96 71.71 71.29 71.42 71.26 72.51
kok-mar 5451 21.39 21.90 22.81 22.82 19.83 23.53

mal-tam 30.04 652 701 761 765 450 7.86
tel-mal 30.18 662 694 786 7.89 6.00 8.51

IA-DR  hin-mal 33.24 849 877 923 926 6.28 10.45
DR-IA mal-hin 33.24 1523 16.26 17.08 17.30 12.33 18.50
Results in % BLEU (Sim: Lexical Similarity [LCSR], IA: Indo-Aryan, DR: Dravidian)

DR-DR

® Substantial improvement over char-based (46%)
e Significant improvement over strong baselines: W, (10%) & M, (5%)
e |Improvement when languages don't belong to same family (contact exists)

® More beneficial when languages are morphologically rich



Pivot Translation for Related Languages

' EIEVELETY]

S w

Parallel corpus
with pivot
language

No parallel
corpus
between
related
languages

W EIEVELETY]

Related languages = Use subword level translation units

Translation through intermediate language = Use Pivot based SMT methods

Combine the two approaches



src-pivot phrase table

Word-level join

] results in sparse
04 104 table
) ) B ) B |X |06 |08
- ‘ r N
Source-Pivot Pivot-Target B|Y |08 |09 o [ [5]
Model Model | clvlo2 [o01 ST 1
N~ _ . _/ :
>
Q|?|?
x e los |04 alz |2
4 A - \ Y|P |05 |06
Intermediate Tune Source- el P 1?7
Source-Target Target Y |[Q |10 |10
Model Model
\_ Y, = Z 1.0 | 1.0

pivot-tgt phrase table

Why is syllable-based pivot model better?
* The underlying source-pivot and pivot-target models are better
e Data loss during join is minimized with subword representation



“WEBLEU

45
40
35
30
25
20
15
10

W Word W Morph a5

5' ' -l"
0

hin-tel-mal mal-tel-hin mal-tel-tam mar-guj-hin  mar-hin-ben  tel-mal-tam

Language Triple

OS level pivot system outperforms other units

~60% improvement over word level

~15% improvement over morph level



Utilizing Relatedness between
Indian Languages

Orthographic Similarity
Lexical Similarity

Syntactic Similarity



Use Source Re-ordering for Phrase-based SMT

Phrase based MT is not good at learning word ordering
Solution: Let’s help PB-SMT with some preprocessing of the input

Change order of words in input sentence to match order of the words in the target
language

Let’s take an example

Bahubali earned more than 1500 crore rupee sat the boxoffice



Parse the sentence to understand
its syntactic structure

Apply rules to transform the tree

VP = VBD NP PP = VP = PP NP VBD
PP = IN NP = PP = NP IN

The new input to the machine translation system is:
Bahubali the boxoffice at 1500 crore rupees earned

Now we can translate with little reordering:
d/g’do/? o FIFHHNBH GT 1500 F15 SGT HHIT

T

S
NP VP
|

NNP
|
Bahubali @
N

VBD

P @ PP
ea?"'ned / \ IN/\NP ﬁ

¢b NN NN

| | I at DT NN
1500  crore rupees | |

the  boxoffice

S

T

NP VP
I

NNP
|
Bahubali @ @
@ PP @ NP VBD
/\ |

earned
NP IN"eD NN NN

TN N | |
DT NN at

| |
the  boxoffice

1500  crore  rupees



Can we reuse English-Hindi rules for English-Indian languages?

All Indian languages have the same basic word order

Indo-Aryan Dravidian
pan hin ouj ben mar kok tel tam mal
Baseline 1583 2198 1580 1295 1059 11.07 770 6,53 391
Generic 17.06 23.70 1649 13.61 11.05 11.76 7.84 6.82 4.05

Hindi-tuned 17.96 2445 17.38 13.99 11.77 1237 8.16 7.08 4.02

(Kunchukuttan et al., 2014)
Generic reordering (Ramanathan et al 2008)

Basic reordering transformation for English— Indian language translation

Hindi-tuned reordering (Patel et al 2013)
Improvement over the basic rules by analyzing English - Hindi translation output




Bridging Word-order Divergence for low-resource NMT

(Rudramurthy et al., 2019)
English

Shared Hindi

\ETe Shared

Attention
Mechanism

Languages Encoder

Gujarati Translate Gujarati = Hindi
Given: English = Hindi parallel corpus (E2H)
Little Gujarati = Hindi parallel corpus (G2 H)

* Translate English to Gujarati word-by-word = G’->H corpus
* Train the G’->H corpus

* Fine-tune on small G->H corpus



Problem: Difference in Gujarati-English word order
Cannot ensure similar Gujarat and English words have similar representations
Solution: Pre-order English sentence to match Gujarati word-order

Same rules work for all Indic languages

BLEU LeBLEU (%)
Language No Pre-Ordered No Pre-Ordered
Pre-Order Pre-Order

HT G HT G
Bengali 6.72 8.83 9.19 37.10 41.50 42.01
Gujarati 9.81 14.34 13.90 43.21 47.36 47.60
Marathi 8.77 10.18 10.30 40.21 41.49 42.22
Malayalam 573 6.49 6.95 33.27 33.69 35.09

Tamil 4.86 6.04 6.00 29.38 30.77 31.33
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Indic NLP Library

https://github.com/anoopkunchukuttan/indic nlp library



https://github.com/anoopkunchukuttan/indic_nlp_library

Design Principles

* Design to support maximum number of Indian languages

 Utilize similarity between Indian languages for scaling to multiple
Indian languages

* Modular and Extensible

* Easy of use:
* |nstallation
* Consistent Use
» Separation between code and data resources



Capabilities

* Text Normalizer

* Sentence Splitter

* Word Tokenizer

* Word Detokenizer

* Word Segmenter

e Syllabification

* Query Script Information
* Phonetic Similarity

* Script Converter

* Romanization

* Indicization

* Transliteration

* Acronym Transliterator

e Statistical Machine Translation
* Lexical Similarity



Language Support

Indo-Aryan Dravidian Others
Assamese (asm) Marathi (mar) Sindhi (snd) Kannada (kan) English (eng)
Bengali (ben) Nepali (nep) Sinhala (sin) Malayalam (mal)
Gujarati (guj) Odia (ori) Sanskrit (san) Telugu (tel)
Hindi /Urdu (hin/urd) Punjabi (pan) Konkani (kok) Tamil (tam)

. Indo-Aryan Dravidian
Munulmgual san hin urd pan nep snd asm ben ori guy mar kok sin| kan tel tam mal
Script Information X X
Normalization X X
Tokenization
Word segmentation X X X X X X X
Romanization (ITRANS) X
ITRANS to Script X

Bilingual
@ Script Conversion: Amongst the above mentioned languages, except Urdu and English

@ Transliteration: Amongst the 18 above mentioned languages

@ Translation: Amongst these 10 languages: (hin, urd, pan, ben, guj, mar, kok, sin, kan, tel, tam, mal) + English




Library Initialization

# The path to the local git repo for Indic NLP Library
INDIC NLP_LIB HOME="/data/t-ankunc/installs/indic_nlp library py3"

# The path to the Llocal git repo for Indic NLP Resources
INDIC_NLP_RESOURCES="/data/t-ankunc/installs/indic_nlp_resources”

import sys
sys.path.append('{}/src'.format (INDIC NLP LIB HOME))

from indicnlp import common
common.set_resources _path(INDIC NLP_RESOURCES)

from indicnlp import loader
loader.load()
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Indic Standards & Datasets

Enable sharing of data and annotations



Standards

Important to ensure sharing of data and annotations

Necessary to build multilingual NLP systems

Unicode: codifies Indic script commonalities

BIS POS Tag Set: hierarchical tagset suitable for Indian languages

Universal Dependencies: universal accepted tagset for many languages

IndoWordNet: sense repository for Indian languages



Catalog of Indian Language NLP Resources

https://github.com/indicnlpweb/indicnlp catalog

Evolving, collaborative catalog of Indian language NLP resources

Please add resources you know of and send a pull request


https://github.com/indicnlpweb/indicnlp_catalog

Commercial Offerings for Indian Languages

I o

Translation

Transliteration Yes No No
Information No No No
Extraction

Information Extraction includes entity recognition, intent recognition, sentiment
analysis, relation extraction, POS tagging, syntactic parsing, etc.
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Thank You!

http://www.cse.iitb.ac.in/~anoopk



http://www.cse.iitb.ac.in/~anoopk

