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Usage and Diversity of Indian Languages

INDIAN LANGUAGE
FAMILIES

Indian Ocean

4 major language families

22 scheduled languages

125 million English speakers

8 languages in the world’s top 20 languages

30 languages with more than 1 million speakers

Sources: Wikipedia, Census of India 2011
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Source: Indian Languages:
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Scalability Challenges for NLP solutions

Raw & domain-
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We are faced with a huge data skew

Raw Text Wikipedia Z:f g;sh 1 5637(
Corpora articles
Parallel Corpora  Sentence En'fr,(OPUS) 200m
pairs En-hi (IITB) 1.5m
Tok en (CoNLL 2003) 200k
NER Corpora oKens hi (FIRE) 40k
QA Question-Answer en (SQuAD 1.1) 100k
Pairs hi (MMQA) 4.6k




How do we approach this scalability problem?

Each generation of NLP technology takes a big step in addressing the scalability challenge

Rule-based

Classical ML

Deep Learning

Pre-training

More robust
Lesser Linguistic expertise

Automatic Feature Learning
Better semantic representation
Multilingual modeling

Better Generation capabilities

Reduce labelled data requirements

In-context learning

Data generators

Unseen tasks/task-composition
Open-ended tasks

Language-specific knowledge encoding
Brittleness
Linguistic Expertise

Lot of labelled data required
Feature Engineering resources and effort

Still need a good amount of
labelled data

... butyou still need labelled data
Task-specific models

Evaluation of non-trivial tasks
Alignment Data



How do we approach this scalability problem?

Deep Learning based NLP Representation Learning

Language Pre-trained Language
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer ,
knowledge into models

Models Learning



Data Curation

Build on top of community efforts!

en-as en-bn en-gu en-hi en-kn en-ml en-mr en-or en-pa en-ta en-te Total

Just compiling existing corpora helped build

JW300 46 269 305 510 316 371 289 - 374 718 203 3400

banglanmt S .. models outperforming existing publicly

jith - - - 1603 - - - - - - - 1603

cvit-pib - 92 58 267 - 43 114 94 101 116 45 930 available models!

wikimatrix® - 281 - 231 - 72 124 - - 95 92 895

OpenSubtitles - 372 - 81 - 357 - - - 28 23 862

Tanzil - 185 - 185 - 185 - - -2 - 647

KDE4 6 35 31 85 13 39 12 8 78 79 14 402 Catalogingis a USGfUl exercise

PMIndia V1 7 23 42 50 29 27 29 32 28 33 33 333

GNOME 29 40 38 30 24 23 26 21 33 31 37 332

bible-uedin - - 16 62 61 61 60 - - - 62 321

Ubuntu 21 28 27 25 2 22 26 20 20 25 24 269

ufal - - - - - - - - - 167 - 167

sipc Y - 38 - 30 R ] S35 43 166 o P U S ﬁ Th I d' N LP C I
GlobalVoices - 138 - 2 - - - 326 1 - - 142 € Indic ata og
TED2020 <1 10 16 46 2 6 22 - 752 11 5 120 OPEN PARALLEL CORPORA

Mozilla-I10n 7 21 - <l 12 13 15 8 - 17 25 119

odiencorp 2.0 - - - - - - - 91 - - - 91

Tatoeba <1 5 <1 11 <1 <1 53 <1 <1 <1 <1 71

urst - - 65 - - - - - - - - 65

alt - 20 - 20 - - - - - - - 40 .

mtenglish2odia - - - - - - - 35 - - - 35 G|0t500 CO I’pUS 5 IncanesianihikData catalogue
nlpe - - - - - - - - - 31 - 31

wmt-2019-wiki - - 18 - - - - - - - - 18

wmt2019-govin - - 11 - - - - - - - - 11

ticol9 - <1 <1 <1 <1 <1 <1 - <1 <1 <1 6

ELRC_2922 - <1 - <1 - <1 - - - <1 <1 1

Total 108 3496 611 2818 472 1237 758 229 631 1456 593 12408




IndicCorp v1 IndicCorp v2

Monolingual Data Collection

Compile the collective knowledge of the web! Sentence-level Larger corpora Document level
‘ Web-sources Larger language coverage Diverse sources
Better filtering
PDFS\ THE Key Resource
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X S WikiMedia . -
| g o Parallel Transliteration Corpora
.' oo o o 5
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Data from different Web
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Labelled Data Mining

Harness the wisdom of the crowds!
200 million sentence pairs

Mine Parallel Corpora . ,
1.3 million document pairs

Heuristic-based Sentence-level
Mined data far exceeds

Content-based Document-level dedicated annotated data
- Most significant contributor to
rcnive

Book FAISS Index ; 4

R o tra.nslat/on quality

% Toxicity = - improvement
LID Filters Filter \ /

—_— —
LaBSE
B (= =
. ndic =2 H H
7 N Q Filtering necessary to ensure

IndicC uery Vectors [ - 1
Wikipeds o ‘ high-quality and safe content
LaBSE Mining



Creativity is the limit for mining data

Dispel the virus darkness
s with light: PM to people

of different kinds!
OUR BUREAU corona crisis, introducing it to
Now Du( Aget 1 the power of light. On this
People should light lamps and ~ date, we must awaken the su-
candles at 9 pm on perpower of 130 crore
April 5 to show solidar- Indians. We must take
ity in the fight against o the super resolve of 130
Covid19, said Prime # crore Indians to even
Minister Narendra -, ~ ﬁ:cam heights,” the
Modi through a video 'y ime Minister said in
message to the nation = his video address. “On
on Friday. NarendraModi the Sth of April, on

“This Sunday, on April 5, we  Sunday, [ want 9 minutes from
must all, together, challenge all you, at 9 pm. Listen care-
the darkness spread by the fully, tumn off all the lights in

SENTENCE SUMMARIZATION

India 's financial markets
are closed on Monday for a

India markets closed for

public holiday.

> holiday

BIOGRAPHY GENERATION

Murmu in June 2022
; President-elect of India M urmu assu med
Assuming offi .
P || office on 25th July

Prime Minister Narendra Modi a nd Succeed ed Ram

Vice President Venkaiah Naidu . |

Succeeding  Ram Nath Kovind N ath KOVI nd 7

PARAPHRASE GENERATION The University of Delhiis a

prestigious institution for
higher education in India.

Rl FareafaeaiTeny, s1Ra # 5 A
ﬁr%#%muﬁ;qﬁfsaﬁmmfm _bserJ <De|hi University is one of

the famous universities of
the country.

QUESTION GENERATION

A
SQUAD =3 J_’H| SQuUAD
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Expert Annotation

Boost model quality with high-quality expert annotations!

* High Quality translations can boost translation
quality on fine-tuning

* Only source for very low-resource languages

* Finetuning on small, high-quality corporais
sufficient to make LLMs translation-proficient

OShoonya Organization Projects Datasets Analytics Admin P@ @ o Ishvinder
Source Selection Quality Checks
Domain Coverage Maker-Checker Review
Length Distribution Auto Plagiarism Check
Permissible License Linguistic Fairness Notes - @
A Auto-save enabled for this scenario,
0] Draft Next
£#2054854 Ishvinder Sethi =z222865 A ha] x = Skip m
Source Verification Source Translation Source sentence Assamese translation Machine translation
. The Nilamata Purana is believed to have been WWQNWW
Sentence Validit Translate to IN22 - TRt <=1 2 2 e A
© Qua“ty Veriﬁcatign MT Assistance commissioned by Durlabhavardhana. 5 WWWW“ WWWWWI
i Toxicity Filters Glossary Support 4

Meta Data Active Discussion

* Need processes in place to ensure high quality
* Provide tools to make translators productive

Context

The Nilamata Purana is believed to have been commissioned by Durlabhavardhana. [6][11] The Vishnudharmottara Purana, was crafted around
the same times. [8][11] A famed patron of arts, Lalitaditya invited scholars from abroad to his court and promoted study of religions. [2]

Task #2054854



Synthetic Data Generation

Model generated data to address specific phenomena

Limited Parallel
Data

How does the

model learn to

generate fluent
output?

How does the
model learn
about a new

domain?

Translate target
language data into
source-language

Translate source

language domain

data into target-
language

Filter
Data

Significantly boosts quality for
Low-resource languages

Can make models domain-
aware, handle natural source
language text

Risk: Regressions possible



Multilingual Modeling

Let the rich languages help their poor cousins!

Multilingual models are now a no-brainer!

Malayalam Tamil

Smaller Deployment Easier Model

Maintenance

/

How does multilinguality help? ]

U

Footprint

Concatenate Parallel
Corpora

Script unification
Romanization

N

Shared
Encoder-decoder Model

Good
Low-resource
performance

Surprisin
Better generalizable > £

models

Zero-shot
performance

English

Significant improvement for low-resource languages

In the era of English-dominant LLMs, how do we best transfer from knowledge from English?



Language Model Pre-training

Infuse linguistic and world-knowledge into models

Challenges with Massive Pretrained models

* Limited Data Coverage
* Tokenizer Representation
* Limited Language Coverage

Challenges with Building India-specific models

« Compute!

* Pre-training of massive English corporais valuable

Language model adaptation
Vocabulary adaptation

Avoiding catastrophic forgetting

Average BLEU

IndicBERT  IndicBART

B Scratch (78M) M mBART-50 (611M) IndicBART (244M)

30.07

30

20
15.25

13.83

10

Indic—en en—Indic

Classification Structure Prediction QA  Retreival

Indic Indic Indic Indic MASSIVE Naama- MASSIVE Indic

Sentiment XNLI COPA XPara.  (Intent)  Padam  (Slotfill) QA [ ZORES
IndicBERT v1 618 428 510 475 - 253 - 01 L1
695 547 517 552 132 63.0 6.2 329 323
840 697 601 567 66.6 717 500 448 31
851 724 589 608 772 743 570 483 523
857 664 524 496 2538 583 U4 376 549
IndicBERT v2 883 730 627 569 78.8 732 567 477 694
+Samanantar 883 743 630 570 78.8 724 573 492 647
+Back-Trans. 875 697 538 507 774 71.9 546 422 686
IndicBERT-SS 881 739 642 564 80.7 66.6 573 497 712




Machine Translation as an enabler to scaling

Translate Indiclnstruct

English Training >
Datasets

IndicAlign

* Wide variety of datasets available in English

» MT generated training data more relevant for decoder-only models

* Quality issues may result in misleading results

* Applicable only when translation quality is reasonably good
Are MT generated

benchmarks good?
* Human generated benchmarks for low-resource languages might actually be

worse!



The “Recipe” for Language Scalability

. ¥ v __0O
INEDe oe 3 SSH0: Ak = + /‘
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Crawl Pretrain a Fine-tune using  Create benchmarks

monolingual multilingual Mine Labelled labeled data

for evaluation
corpora model datacets

* Better Cross-lingual transfer from English for decoder LLMs

Interesting Directions « Synthetic SFT/Preference Data Generation

* Scaling Evaluation: Learned Metrics, LLM based Evaluation




Thank youl!

anoop.kunchukuttan@gmail.com

https://anoopkunchukuttan.gitlab.io/
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