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Internet User Base in India (in million)

Usage and Diversity of Indian Languages

Source: Indian Languages: 
Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers
Sources: Wikipedia, Census of India 2011





Scalability Challenges for NLP solutions
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Raw Text 
Corpora

English
Hindi

Wikipedia
articles

6m
150k

Parallel Corpora En-fr (OPUS)
En-hi (IITB)

Sentence
pairs
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We are faced with a huge data skew



How do we approach this scalability problem?
Each generation of NLP technology takes a big step in addressing the scalability challenge

Rule-based

Classical ML

Deep Learning

Pre-training

LLMs

• Language-specific knowledge encoding
• Brittleness
• Linguistic Expertise

• More robust
• Lesser Linguistic expertise

• Automatic Feature Learning
• Better semantic representation
• Multilingual modeling
• Better Generation capabilities

• Lot of labelled data required
• Feature Engineering resources and effort

• Still need a good amount of 
labelled data

• Reduce labelled data requirements • … but you still need labelled data
• Task-specific models

• In-context learning
• Data generators
• Unseen tasks/task-composition
• Open-ended tasks

• Evaluation of non-trivial tasks
• Alignment Data



Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained Language 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models

Mine Datasets

How do we approach this scalability problem?



Data Curation
Build on top of community efforts!

Just compiling existing corpora helped build 
models outperforming existing publicly 
available models!

Cataloging is a useful exercise



Monolingual Data Collection
Compile the collective knowledge of the web!

Data from different 
modalities – 
audio/OCR

Filtering pipeline to 
ensure high-

quality

High –quality 
sources

IndicCorp v1 IndicCorp v2 Sangraha

Sentence-level
Web-sources

Larger corpora
Larger  language coverage

Document level
Diverse sources
Better filtering

THE Key Resource 

Parallel Translation Corpora
Parallel Transliteration Corpora

Text Classification
NER Corpora

Language Generation

LM Training Corpora



Labelled Data Mining
Harness the wisdom of the crowds!

Mine Parallel Corpora

Sentence-level 

Document-level Content-based

Heuristic-based

200 million sentence pairs

1.3 million document pairs

Mined data far exceeds 
dedicated annotated data

Most significant contributor to 
translation quality 

improvement

Filtering necessary to ensure 
high-quality and safe content



Creativity is the limit for mining data 
of different kinds! Murmu assumed 

office on 25th July 
and succeeded Ram 
Nath Kovind

BIOGRAPHY GENERATION



Expert Annotation
Boost model quality with high-quality expert annotations!

• Need processes in place to ensure high quality
• Provide tools to make translators productive

• High Quality translations can boost translation 
quality on fine-tuning

• Only source for very low-resource languages
• Finetuning on small, high-quality corpora is 

sufficient to make LLMs translation-proficient



Synthetic Data Generation
Model generated data to address specific phenomena

Limited Parallel 
Data

How does the 
model learn to 
generate fluent 

output?

Translate target 
language data into 
source-language

How does the 
model learn 
about a new 

domain?

Significantly boosts quality for 
Low-resource languages

Can make models domain-
aware, handle natural source 
language text

Risk: Regressions possible

Translate source 
language domain 
data into target-

language

Filter 
Data



Multilingual Modeling
Let the rich languages help their poor cousins!

How does multilinguality help?

Better generalizable 
models

Good
Low-resource 
performance

Surprising
Zero-shot 

performance

Smaller Deployment 
Footprint

Easier Model 
Maintenance

Shared
Encoder-decoder Model

TamilMalayalam

Concatenate Parallel 
Corpora

English

Significant improvement for low-resource languages

In the era of English-dominant LLMs, how do we best transfer from knowledge from English?

Multilingual models are now a no-brainer!

Script unification
Romanization



Language Model Pre-training
Infuse linguistic and world-knowledge into models

IndicBERT IndicBART

Challenges with Massive Pretrained models

• Limited Data Coverage
• Tokenizer Representation
• Limited Language Coverage

Challenges with Building India-specific models

• Compute!
• Pre-training of massive English corpora is valuable

Language model adaptation

Vocabulary adaptation 

Avoiding catastrophic forgetting



Machine Translation as an enabler to scaling

IndicInstruct

IndicAlign

English Training 
Datasets

Translate

• Wide variety of datasets available in English

• MT generated training data more relevant for decoder-only models

Are MT generated 
benchmarks good?

• Quality issues may result in misleading results
• Applicable only when translation quality is reasonably good

• Human generated benchmarks for low-resource languages might actually be 
worse!



The “Recipe” for Language Scalability

Interesting Directions

• Better Cross-lingual transfer from English for decoder LLMs

• Synthetic SFT/Preference Data Generation

• Scaling Evaluation: Learned Metrics, LLM based Evaluation



Thank you!
anoop.kunchukuttan@gmail.com
https://anoopkunchukuttan.gitlab.io/ 

mailto:anoop.kunchukuttan@gmail.com
https://anoopkunchukuttan.gitlab.io/
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