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Automatic conversion of text/speech from one natural language to another

Be the change you want to see in the world

वह परिवर्तन बनो जो ससंाि में देखना चाहर्े हो

Any multilingual NLP system will involve some kind of machine translation at some level

Translation under the hood

● Cross-lingual Search

● Cross-lingual Summarization

● Building multilingual dictionaries

Government: administrative requirements, 
education, security. 

Enterprise: product manuals, customer 
support

Social: travel (signboards, food), 
entertainment (books, movies, videos)



Adapted from https://iconictranslation.com/what-we-do/neural-machine-translation/

- Self-Attention

- Pre-training



Source: https://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf

Transformer based encoder-decoder architectures are the de-facto standard for NMT today



Sample Parallel Corpus

A boy is sitting in the kitchen एक लडका िसोई मेे़ बैठा है

A boy is playing tennis एक लडका टेननस खेल िहा है

A boy is sitting on a round table एक लडका एक गोल मेज पि बैठा है

Some men are watching tennis कुछआदमी टेननस देख िहे है

A girl is holding a black book एक लडकी ने एक काली ककर्ाब पकडी है

Two men are watching a movie दो आदमी चलचचत्र देख िहे है

A woman is reading a book एकऔिर् एक ककर्ाब पढ िही है

A woman is sitting in a red car एकऔिर् एक काले काि मे बैठी है

Neural MT systems learn correspondences between words, phrases, etc. in context 
from paired translations



1. Philipp Koehn, Rebecca Knowles. Six Challenges for Neural Machine Translation. W-NMT. 2017.

Source: [1]

Translation Quality improves with increasing 
parallel corpus size



WAT 2021 shared task corpus stats (number of sentence pairs) Source: [2] 

Source: [1] 

Publicly available parallel corpora for Indian languages was very small

Availability  of parallel corpora 
varies widely across languages

1. Naveen Arivazhagan, Ankur Bapna, Orhan Firat, Dmitry Lepikhin, Melvin Johnson, Maxim Krikun, Mia Xu Chen, Yuan Cao, George Foster, Colin Cherry, Wolfgang Macherey, Zhifeng Chen, Yonghui Wu. Massively 
Multilingual Neural Machine Translation in the Wild: Findings and Challenges. 2019. https://arxiv.org/abs/1907.05019.

2. Nakazawa, Toshiaki, et al. "Overview of the 8th workshop on Asian translation." Proceedings of the 8th Workshop on Asian Translation (WAT2021). 2021.

https://arxiv.org/abs/1907.05019


Parallel corpora for 11 Indian Languages + English
- Assamese, Bengali, Hindi, Gujarati, Marathi, Odia, Punjabi  
- Kannada, Malayalam, Telugu, Hindi

#lang-pair #sent-pair (million)

English-Indic languages 11 49.7

Indic-Indic languages 55 83.4

4x increase over existing corpora

Sentence pair similarity scores 

available

#sentences (in millions)

Dataset Contributions



Where do we look for Parallel Corpus Sources

Existing Sources New Mined Data

Machine Readable 
Machine non-

readable

Comparable Monolingual



Mining from monolingual corpora is the largest contributor to Samanantar 



Not necessarily Regular URL patterns across websites 

https://zeenews.india.com/news/india/pm-modis-jk-
visit-on-diwali-as-it-happened_1488741.html

https://zeenews.india.com/hindi/india/pm-narendra-
modi-meets-soldiers-in-jk-wishes-happy-diwali-from-
siachen/236490

Parallel content can exist across different domains 

https://english.jagran.com/india/sorry-state-of-affairs-
chief-justice-nv-ramana-on-lack-of-debate-in-
parliament-10030745

https://hindi.theprint.in/india/its-a-sorry-state-of-
affairs-in-parliament-there-is-no-clarity-in-laws-cji-
ramana-says/233719

Sometimes, it is difficult to say that the websites are parallel

https://nagalandpage.com/sunil-chhetri-overtakes-
messi

https://newswing.com/charismatic-striker-chhetri-
overtakes-messi-just-one-step-behind-all-time-top-
10/261946

Discovering parallel sources is non-trivial 

Going beyond comparable corpora

https://zeenews.india.com/news/india/pm-modis-jk-visit-on-diwali-as-it-happened_1488741.html
https://zeenews.india.com/hindi/india/pm-narendra-modi-meets-soldiers-in-jk-wishes-happy-diwali-from-siachen/236490
https://english.jagran.com/india/sorry-state-of-affairs-chief-justice-nv-ramana-on-lack-of-debate-in-parliament-10030745
https://hindi.theprint.in/india/its-a-sorry-state-of-affairs-in-parliament-there-is-no-clarity-in-laws-cji-ramana-says/233719
https://nagalandpage.com/sunil-chhetri-overtakes-messi
https://newswing.com/charismatic-striker-chhetri-overtakes-messi-just-one-step-behind-all-time-top-10/261946


Going beyond comparable corpora

Audacious goal: can we mine parallel data from just large monolingual corpora 

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB. 
2019. arXiv:1911.04944

https://arxiv.org/search/cs?searchtype=author&query=Schwenk%2C+H
https://arxiv.org/search/cs?searchtype=author&query=Wenzek%2C+G
https://arxiv.org/search/cs?searchtype=author&query=Edunov%2C+S
https://arxiv.org/search/cs?searchtype=author&query=Grave%2C+E
https://arxiv.org/search/cs?searchtype=author&query=Joulin%2C+A


En -
https://en.wikipedia.org/wiki/Mahatma_Gandhi

Te -
https://te.wikipedia.org/wiki/మహాతా్మ _గాంధీ

https://en.wikipedia.org/wiki/Mahatma_Gandhi
https://te.wikipedia.org/wiki/%E0%B0%AE%E0%B0%B9%E0%B0%BE%E0%B0%A4%E0%B1%8D%E0%B0%AE%E0%B0%BE_%E0%B0%97%E0%B0%BE%E0%B0%82%E0%B0%A7%E0%B1%80


Parallel Corpus Mining from Monolingual Data

CCMatrix like approach ➔
Approximate Nearest Neighbour Search

Sentence 1
Sentence 2
…

वाक्य 1
वाक्य 2
…

Multilingual
LabSE

Embedding

[0.1, 0.4….]
[0.3, 0.1….]
…

ENU index

HIN query

[0.6, 0.2….]
[0.5, 0.9….]
…

(वाक्य 100 , Sentence 1002)

वाक्य 100

Sentence 3085

Sentence 504

0.94

0.92

0.87

0.84

0.75

0.73

Filter (score > 0.8)

Sentence 1002

Lookup embedding

Nearest 
neighbours

Approx
cossim

Exact 
cossim

FAISS compressed index: 
inverted idx + PQ quantization

(77mn 
sent)

(100m sent)

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB. 2019. arXiv:1911.04944



LaBSE Embedding

1. Language agnostic BERT Sentence Embedding
2. LaBSE is a multilingual model trained on 17B 

monolingual sentences and 6B parallel sentences using the 
MLM (Masked Language Modelling), TLM (Translation 
Language Modelling) and margin-based task

3. Translation Ranking Task
4. LaBSE provides high-dimensional vector(768) for a given 

input sentence

Feng, F., Yang, Y., Cer, D.M., Arivazhagan, N., & Wang, W. (2020). Language-agnostic BERT Sentence Embedding. ArXiv, abs/2007.01852.

https://tfhub.dev/google/LaBSE/2

https://tfhub.dev/google/LaBSE/2


What helps scaling to large datasets

● Simple similarity metric (cosine similarity)

○ Distance from binary argument functions can’t scale (e.g. COMET score)

● Approximate nearest-neighbourhood search

● Compressed indexes to fit indices in GPU memory

○ 768d vector compressed from 3072 bytes to 72 bytes (+constant costs)

● Distributing indices over multiple GPUs

● Searching over multiple indices (to speed up searches)

FAISS - Billion-scale similarity search with GPUs, Jeff Johnson, Matthijs Douze, Hervé Jégou, ArXiv 2017

https://www.pinecone.io/learn/product-quantization/



Recomputing the Cosine Similarity

1. Variance on cosine similarity computed 
on the low-dimension vectors

2. Recompute the cosine similarity on the 
high-dimensional vector for the top-1 
FAISS match

3. We use a higher LAS of 0.8



Cross-lingual Semantic Textual Similarity dataset
10000 samples manually evaluated using 30+ annotators across 11 languages

Using SemEval-1 guidelines for cross-lingual semantic textual similarity

Available for cross-lingual STS studies (https://storage.googleapis.com/samanantar-public/human_annotations.tsv)

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: Semantic textual similarity, monolingual and cross-lingual evaluation. SemEva.

Decent 
Quality

Good 
Quality

https://storage.googleapis.com/samanantar-public/human_annotations.tsv


Measuring the quality of the parallel corpora

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg: 4.17, min: 3.83, max: 4.82     (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest : as, or



Qualitative Analysis of the parallel corpus

10000 samples manually evaluated using 30+ annotators across 11 languages
Using SemEval-1 guidelines for cross-lingual semantic textual similarity
Available for cross-lingual STS studies (https://storage.googleapis.com/samanantar-public/human_annotations.tsv)

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg: 4.17, min: 3.83, max: 4.82     (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest : as, or

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: Semantic textual 
similarity, monolingual and cross-lingual evaluation. SemEva.

https://storage.googleapis.com/samanantar-public/human_annotations.tsv


Other parallel corpora in 
Samanantar



Existing sources of 

parallel data

12m setence pairs

OPUS

IIIT-H PIB/Mann Ki Baat

IITB  En-Hi



Mining from Machine Readable Sources

1. Identified 12 websites which publish content in multiple Indian languages
a. DriveSpark, OneIndia, NativePlanet, MyKhel, Newsonair, DW, TimesofIndia, IndianExpress, 

GoodReturns, CatchNews, DD National

1. Identified 2 Educational sources
a. NPTEL, Khan Academy





Pipeline from Extraction to Alignment

1. https://youtube-dl.org

2. https://www.crummy.com/software/BeautifulSoup

3. https://pypi.org/project/selenium

4. https://pypi.org/project/indic-nlp-library/

2,3

1

4

https://youtube-dl.org/
https://pypi.org/project/selenium


Mining from Non-Machine Readable Sources

1. Documents published from parliament proceedings
2. Speeches from AP and TS Legislative Assemblies
3. Speeches from Bangladesh Parliament

OCR

1. https://cloud.google.com/vision/docs/ocr

2. https://pypi.org/project/indic-nlp-library/

1 2





Mining between Indic Languages

en

hi

bn

ta te

en

hi

bn

ta te

English-
centric

Complete

Mine Indic-Indic parallel corpora from English to Indic corpora

Open the 
door

दरवाजा
खोलो

दार उघड

83.7 million sentence pairs for 55 language pairs

Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation.WMT.
Annette Rios, Mathias Müller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT



IndicTrans

● Trained on Samanantar parallel corpus

● Multilingual Model (en→IL, IL→en, IL→IL)

● Single Script

● Input and output language tags

● Model size: (~430m params)

https://indicnlp.ai4bharat.org/indic-trans

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh  Khapra & others. 

Samanantar: The Largest Publicly Available Parallel Corpora Collection for 11 Indic Languages. TACL. 2022.

https://indicnlp.ai4bharat.org/indic-bert


Shared
Decoder

Shared
Encoder

Shared 
Attention 

Mechanism

Hindi

Telugu

English

Compact Multilingual NMT

Concatenate 
Parallel 
Corpora

(Johnson et al., 2017)

Bengali

German

Johnson, Melvin, Mike Schuster, Quoc V. Le, Maxim Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat et al. "Google’s multilingual neural machine translation system: Enabling 
zero-shot translation." TACL (2017).



Combine Corpora from different languages
(Nguyen and Chang, 2017)

I am going home હ ુઘરે જવ છૂ
It rained last week છેલ્લા આઠવડિયા મા

વર્ાાદ પાિયો

It is cold in Pune पुण्यार् थंड आहे 
My home is near the market माझा घि बाजािाजवळ आहे 

It is cold in Pune पुण्यार् थंड आहे 
My home is near the market माझा घि बाजािाजवळ आहे 

I am going home हु घिे जव छू
It rained last week छेल्ला आठवडडया मा वसातद पाड्यो

Concat Corpora

Convert Script



There is only one decoder, how do we generate multiple languages?

Original Input: मकि संक्ांनर् भगवान सूयत के मकि में आने का पवत है

Modified Input: मकि संक्ांनर् भगवान सूयत के मकि में आने का पवत है <eng>

Language Tag Trick  → Special token in input to indicate target language



Sample from 
Parallel Corpora

Combine Parallel 
Corpora

C1

C2 C1’ C2’

C1’

C2’
Train

Joint Training



Key Results

● Compilation of existing resources was a fruitful exercise.

● IndicTrans trained on Samanantar outperforms all publicly available open source 

models.

● IndicTrans trained on Samanantar compares well with commercial systems

● Performance gains are higher for low resource languages

● IndicBART ➔ Pre-training needs further investigation.

Comparisons on WAT 2020, WAT2021, FLORES-101







Future Possibilities

Training Data

● Language Coverage
● Use larger monolingual corpora
● Mine longer sentences
● Filtering strategies  

○ COMET, PRISM, etc.

Benchmark data

● Create benchmark testsets
○ Source-original
○ Multi-domain

● Create human judgment pool for studying 
evaluation metrics

Model

● Language Coverage
● Romanized/code-mixed input
● Compact/distilled models
● Better multilingual transfer



A Large-scale Evaluation of Neural Machine Transliteration 
for Indic Languages

Anoop Kunchukuttan Siddharth Jain Rahul Kejriwal

The 16th Conference of the European Chapter of the Association for Computational Linguistics. 19-23 April, 2021

Microsoft India, Hyderabad



What is transliteration?

Transliteration

“conversion of text from one script to another such that (i)

it is phonetically equivalent to the source name and (ii) it

matches the user intuition on its equivalence wrt the

source text”

Ethanur

एत्तनूि എത്തനൂര്

(ettanUra) (.ettanUr)



Indian languages are written in multiple scripts

Brahmi, Persio-Arabic, Latin scripts

Brahmi scripts

• Abugida scripts

• Used to write major Indian languages

• 2 major language families
• Indo-Aryan (IA): 6 languages
• Dravidian  (DR): 4 languages

English → Indic transliteration

• Largely overlapping character set

• Highly overlapping phoneme sets

• Consistent grapheme-to-phoneme mapping

Shared characteristics

Some divergences too …
e.g. Tamil script has many missing 

characters



Related Work

• Small datasets 
• MSR-NEWS (Banchs et al., 2015)

• BrahmiNet (Kunchukuttan et al., 2015)

• Dakshina (Roark et al., 2020)

• Others (Kunchukuttan et al., 2018b; Gupta et al. 2012; Khapra et al., 2014) 

• Most dataset span few languages

• Lack of comprehensive testsets
• Limited analysis of foreign/India word performance

• Limited work on multilingual/joint transliteration (Kunchukuttan et al., 2018b)



Mine Large-scale Transliteration Corpora

- From parallel translation corpora

- From monolingual corpora 

Comprehensive analysis of multilingual transliteration models

- Effect of language family

- Effect of script sharing

- Performance on Indian vs foreign names



From Parallel Translation Corpora 

𝑝 𝑒, 𝑓 = 1 − 𝜆 𝑝1 𝑒, 𝑓 + 𝜆 𝑝2(𝑒, 𝑓)

Word alignment probability 
is a linear interpolation of a 
transliteration model (𝑝1)  
and non-transliteration 
model (𝑝2) .

Learn Word 
Alignments

Also decide 
translation/transliteration

Filter bad 
candidates

Moses Transliteration Module

Score thresholding, soundex matches and morphological variant elimination

A boy is sitting in the kitchen एक लडका िसोई मेे़ बैठा है

A boy is sitting on a round table एक लडका एक गोल मेज पि बैठा है

Rafale aircrafts arrived in Ambala िाफेल ववमान अबंाला पहंुचे

Rafale is manufactured in France िाफेल फ्ांस में ननर्मतर् होर्ा है

(Sajjad et al., 2012; Durrani et al., 2014)



ENU-Vocab
(𝑒𝑖 ∈ 𝐸)

Indic-Vocab
(𝑥𝑗 ∈ 𝑋)

ENU-Indic
Transliterator
(𝐸𝑋: 𝐸 → 𝑋)

Candidates

Catalogue-
Matched pair

Index using 
Posting-Lists

Query index using 
transliteration

i.e., 𝐸𝑋(𝑒𝑖)

Reranking
& Thresholding

Where
𝑒𝑑 𝑥, 𝑦 = 𝑒𝑑𝑖𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑥 𝑎𝑛𝑑 𝑦
𝑝ℎ 𝑥 = 𝑝ℎ𝑜𝑛𝑒𝑡𝑖𝑐 ℎ𝑎𝑠ℎ 𝑜𝑓 𝑥

From Monolingual Corpora

Reranking: 

𝑠 𝑒𝑖 , 𝑥𝑗 = 𝑒𝑑 𝑒𝑖 , 𝑋𝐸 𝑥𝑗 + 𝑒𝑑 𝑥𝑗 , 𝐸𝑋 𝑒𝑖

+𝑒𝑑 𝑝ℎ 𝑒𝑖 , 𝑝ℎ 𝑋𝐸 𝑥𝑗 + 𝑒𝑑(𝑝ℎ 𝑥𝑗 , 𝑝ℎ(𝐸𝑋(𝑒𝑖)))Train an initial transliteration model

Score transliteration candidates 

Select best candidates

From AI4Bharat-IndicNLP Corpus 
(Kunchukuttan et al., 2020)



Mined Dataset Statistics

Test Sets Composition

Set Size

Foreign 928

Indian 572

Total 1500

Data Sources: Publicly available parallel translation corpora and monolingual corpora

Total Number of word pairs: 600k (373k from parallel and 339k from monolingual corpora)

Manually validated via crowdsourcing
Covers Indic and Foreign origin words



Multilingual Transliteration

Transliteration into English: 
Significant 20% improvement in accuracy for foreign words

Transliteration from English:
~6% improvement in foreign and Indian word transliteration accuracy

Accuracy@1 reported on all slides

X to E Transliteration E to X Transliteration



Examples of improvement with multilingual training

lang src_word src_word_itrans tgt_ref_word bilingual multilingual

hi ब्राउज़ि brauzara browser brouser browser

hi क्लैश kliisha clash klash clash

hi अिेबबया arebiyaa arabia arebiya arabia

ml ബ്രിഗേഡ് briged brigade bregade brigade

ml ഫൗഗേഷൻ fouNteShan foundation fountation foundation

ml ഗേഹൗസ് plehaus playhouse plehouse playhouse

ta ஸுப்பர்சானிக் supparchaanik supersonic suppersanic supersonic

ta எக்ஸ்பிள ாரர் .eksipLorar explorer exflorer explorer

Multilingual model generates more canonical spellings

Lesser confusion in generation of characters for underspecified Tamil script



Language Family Specific Training

X to E Transliteration E to X Transliteration

• No major difference in training joint models

• Separate training benefits for transliteration into English for the case of Indian words



Using the same script does not cause major degradation

For Tamil, training with its character set alone helps improve accuracy

X to E Transliteration

E to X Transliteration

Adding source language tags help, especially for languages with 
divergent spelling conventions



Summary

• Mined 600k transliteration pairs for 10 languages 
• From parallel translation and monolingual corpora 
• Covers Indian and foreign origin words
• Manually validated testsets

• Recommendation for Indic transliteration
• Multilingual model
• Represent data in a single script
• Separate models for Indo-Aryan and Dravidian languages
• Adding source language tag
• Tamil → represent data in Tamil script



AI4Bharat

An IIT Madras Initiative

https://indicnlp.ai4bharat.org

https://indicnlp.ai4bharat.org/


https://ai4bharat.org

Indian Language NLP

Text Speech OCR Sign Language

Multimodal NLP

https://ai4bharat.org/


AI4Bharat
An IIT Madras Initiative

https://indicnlp.ai4bharat.org

Mitesh M. Khapra
Associate Professor

IIT Madras

Pratyush Kumar
Researcher, Microsoft

Adjunct Faculty, IIT Madras

Anoop Kunchukuttan
Senior Applied Researcher

Microsoft

+ Many hard-working students, mentors and volunteers

https://indicnlp.ai4bharat.org/


Mission Statement

Bring parity with English

in AI tech for Indian languages

with open data and open source contributions

Build an ecosystem of datasets, models, partners and 

stakeholders to advance IndicNLP



Where and Why do we need Indic NLP solutions today?



Internet User Base in India (in million)

Usage and Diversity of Indian Languages

Source: Indian Languages: 
Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers
Sources: Wikipedia, Census of India 2011





Goal
for 22 languages 

Standardise fonts



Raw Text 
Corpora

English

Hindi
Wikipedia

articles

6m
150k

Parallel Corpora En-fr (OPUS)

En-hi (IITB)
Sentence

pairs

500m
1.5m

NER Corpora
en (CoNLL 2003)

hi (FIRE)
Tokens 200k

40k

QA en (SQuAD 1.1)

hi (MMQA)
Question-Answer 

Pairs

100k
4.6k

We are faced with a huge data skew



Scalability Challenges for NLP solutions

DeploymentTraining Data

Evaluation

Model size

Inference 
time

Maintenance

Data size

Annotation 
Skills

Effort and cost 
increase as 
languages 
increase

Quality 
Judgments

Feedback for 
improvement

Annotation 
Quality

Languages

Raw & domain-
specific data

Dev tools



What have we done so far?



What have we done so far? 

IndicCorp IndicBERT
(masked LM)

IndicBART
(seq2seq LM)

Basic Infrastructure: Raw corpora & core language models for 10+ Indian languages

IndicFT
(word embeddings)

Compact pre-trained models for NLU & NLG
Large Monolingual corpora 

Raw-speech corpora

Pre-trained speech representations

IndicWav2Vec

https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/indic-bert
https://indicnlp.ai4bharat.org/indic-bart
https://indicnlp.ai4bharat.org/indicft
https://indicnlp.ai4bharat.org/indicwav2vec


What have we done so far? 

IndicGLUE

IGLUE

Standard Evaluation Benchmarks

Indic NLG Suite

INLG

Benchmarks for Natural Language Understanding

Benchmarks for Natural Language Generation

Datasets for tasks like article classification, COPA, WNLI, etc

Datasets for tasks like headline generation, paraphrase generation, 

question generation, sentence summarization

https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-glue/


What have we done so far? 

Input Tools

Romanized keyboards for 

Indic languages

INCLUDE

Datasets and efficient 

models for isolated Indian 

Sign Language

Samanantar

Parallel corpus, 

translation models 

between English & 11 

Indic languages

IndicASR

ASR models for 9 

Indian languages

Data and models for various foundational tasks

https://xlit.ai4bharat.org/
https://sign-language.ai4bharat.org/
https://indicnlp.ai4bharat.org/samanantar
https://indicnlp.ai4bharat.org/indicwav2vec


https://github.com/AI4Bharat/indicnlp_
catalog
IndicNLP Catalog

Evolving, collaborative catalog of 

Indian language NLP resources

Please add resources you know of 

and send a pull request

https://github.com/AI4Bharat/indicnlp_catalog


What is our approach?



The Opportunity for Indian Language NLP 

Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models

Our Technical Direction

Mine Datasets





Text Instance

Feature vector

Replace traditional
high-dimensional, resource-heavy 
document feature vector
with 
• low-dimensional vector 
• learnt in an unsupervised manner 
• subsumes many linguistic features

Distributed Representations

Distributional Hypothesis

“A word is known by the company it keeps”             - Firth (1957)

“Words that occur in similar contexts  tend to have similar meanings”
- Turney and Pantel (2010)



Represent semantically similar language artifacts in the same vector space

Sentences

All human beings 
are born free and 
equal in dignity and 
rights. 

ஒருநாட்டின்
குடியினராகவிருக்கு்்

உரிம்

ஒவ்வவாருவருக்குமு
ண்டு

प्रत्येक व्यक्क्र् को ककसी भी
िाष्ट्र-ववशेष को नागरिकर्ा का

अचिकाि है ।

Everyone has the 
right to life, liberty 
and the security of 
person.

प्रत्येक व्यक्क्र् को जीवन, 
स्वािीनर्ा औि वैयक्क्र्क
सुिक्षा का अचिकाि है ।

வாழ்வதற்கு்், 
சுதந்திரத்திற்கு்்
பாதுகாப்பிற்கு்்

சகலரு்்
உரிம்யுமடய ாராவர்

.

What do multilingual models do?



How does multilinguality help?

Better performing, more capable models

Better generalizable 
models

Good
Low-resource 
performance

Surprising
Zero-shot 

performance

Transfer LearningDiverse data, 
linguistic regularization 



Related Languages

Related by Genealogy Related by Contact

Language Families

Dravidian, Indo-European

Linguistic Areas
Indian Subcontinent

Lexical, Syntactic & Orthographic similarities
76

Why are Indian languages related?



(Kudungta et al, 2019)

Transfer Learning works best 
for related languages 

(+ use similarity priors)

Building multilingual systems 
systems specific to language 

families

Encoder Representations cluster by language family

How does language relatedness help?



How do we understand linguistics similarities 🡺
synonymy, parts-of-speech, word categories, analogies

How do we know if the sentence is grammatically correct? 

How do we know if the sentence makes sense?

Task-independent models that know about 
language

These capabilities are important for generalization

Supervised data not sufficient

Task-independent
Pre-training

Task-independent
finetuning

Pre-trained model
Task-specific 

model

How do pre-trained models help?

Pre-train once, reuse for multiple downstream tasks

Only task-specific training: less data & less computation 

BART



Multi-linguality and Pre-training are complementary

Pre-trained model
Multilingual Training 

Data

Language-family specific pre-trained model
• Compact pre-trained models
• Utilize language relatedness
• Better data representation

Pre-trained model
High-resource Language 

Training Data

Improved
Zero-shot

performance

Low-resource Language 
Test Data

Improved
low-resource 
performance



Some Projects



Models and Resources for 
Indian Language NLU and NLG

1. Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, 

Evaluation Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. EMNLP-Findings. 2020. 

2. Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language 

Generation of Indic Languages. ACL-Findings. 2022.

3. Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish Puduppully, Anoop Kunchukuttan, Amogh Mishra, Mitesh M. Khapra, Pratyush Kumar. IndicNLG Suite: 

Multilingual Datasets for Diverse NLG Tasks in Indic Languages. Arxiv pre-print 2203.05437. 2022.



Text Classification

Sentiment Analysis

Relation Extraction

Named Entity Recognition

Paraphrase Detection

Natural Language Inference

Natural Language Understanding



Abstractive Summarization

Paraphrase Generation

Machine Translation

Grammar Correction

Natural Language Generation
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IndicNLPSuite

Monolingual Corpora

_________________
_
_________________
_
_________________
_
_________________
_
_________________
_

Language ModelEmbeddings NLU Benchmark

_________________
_
_________________
_
_________________
_
_________________
_
_________________
_

_________________
_
_________________
_
_________________
_
_________________
_
_________________
_

IndicCorp IndicFT IndicGLUEIndicBERT

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, Evaluation 

Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. Findings of EMNLP. 2020.
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IndicCorp

11 Indic languages

(+Indian English)

8.8B tokens

450M sentences

57M pages

General domain

1000+ Sources

~6 months of crawl 9x increase, Largest Corpora

https://indicnlp.ai4bharat.org/
corpora

https://indicnlp.ai4bharat.org/corpora


IndicBERT

IndicBART

n-gram LM

IndicWav2Vec

MT Models

Parallel Translation Corpus

Parallel Transliteration 

Corpus

NER Corpus

Text Classification

Language Generation

IndicCorp is a 
central resource

Models Mined Datasets

Benchmark Datasets



87

Webcorpus

Distributed,
Multi-threaded

Crawler

Cloud Storage

Processors

Horizontally Scalable
Dashboard

https://github.com/AI4Bharat/web
corpus

(a scalable web 
crawler)

https://github.com/AI4Bharat/webcorpus




IndicBERT

● Pre-trained Indic LM for NLU applications

● Large Indian language content  (8B tokens)

○ 11 Indian languages

○ + Indian English content

● Multilingual Model

● Compact Model (~20m params)

● Competitive/better than mBERT/XLM-R

● Simplify fine-tune for your application

● 10k downloads per month on HuggingFace

https://indicnlp.ai4bharat.org/indic-

bert

https://huggingface.co/ai4bharat/in

dic-bert

https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert


IndicBART

● Pre-trained Indic S2S for NLG applications

● Large Indian language content  (8B tokens)

○ 11 Indian languages

○ + Indian English content

● Multilingual Model

● Compact Model (~224m params)

● Single Script

● Competitive with mBART50 for MT and 

summarization

● Simply fine-tune for your application

https://indicnlp.ai4bharat.org/indic-bart

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic 

Languages. Findings of ACL. 2022.

https://huggingface.co/ai4bharat/IndicBART

https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/IndicBART


IndicGLUE (Indic General Language Understanding Evaluation Benchmark)



IndicGLUE 
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IndicGLUE: News Article Headline Prediction

Created From: News Crawls Task: Predict the correct headline

+ve-ve

-ve

-ve

Input

Careful Negative Sampling
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IndicGLUE: Article Genre Classification

Created From: News Crawl Task: Predict the genre of news article

=> Mined from URLCategory: Sports



Indic NLG Suite (Datasets for Indian language generation tasks)

Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish Puduppully, Anoop Kunchukuttan, Amogh Mishra, Mitesh M. Khapra, Pratyush Kumar. IndicNLG Suite: Multilingual Datasets 

for Diverse NLG Tasks in Indic Languages. Arxiv pre-print 2203.05437. 2022.



कैप्टन मनोज कुमार पाांडयेभािर्ीय सेना के अचिकािी थे
क्जन्हें सन १९९९ के कािचगल यदु्ि में असािािण वीिर्ा के
र्लए मिणोपिांर् भािर् के सवोच्च वीिर्ा पदक पिमवीि चक्
से सम्माननर् ककया गया।

Input
ददल्ली यूननवर्सतटी देश की
प्रर्सद्ि यूननवर्सतटी में से
एक है

Output
ददल्ली ववश्वववद्यालय, भािर् में
उच्च र्शक्षा केर्लए एक प्रनर्क्ष्ट्ठर्
ससं्थान है।

Delhi University is one of the 
famous universities of the 
country.

Biography Generation Paraphrase Generation

Innovative methods for mining task-specific 
datasets



Key Results

● Language group specific pre-trained models are better
○ Compact
○ Competitive with large global models like mBERT, mBART

● Multilingual fine-tuning and pre-training are useful
○ Particularly for low-resource languages



Future Possibilities

Monolingual Data

● Language coverage

● Larger Monolingual Crawls

● Release more metadata

● Offensive Text Filtering

Pre-trained models

● Language coverage

● Train on larger data

● Incorporate parallel data 

● Model distillation recipes

Benchmark datasets

● Diverse & challenging tasks

● Language coverage

● Zeroshot evaluation



IndicWav2Vec

Towards Building ASR Systems for the Next Billion Users

Tahir Javed, Sumanth Doddapaneni, Abhigyan Raman, Kaushal Santosh Bhogale, Gowtham Ramesh, Anoop 
Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra

AI4Bharat, IITM, Microsoft, RBCDSAI,

AAAI 2022



● ~17,000 hrs
● 40 languages

○ All 22 languages in the 8th

Schedule 
○ Balanced across languages

● 4 language families
● Speaker/channel diversity
● No background noise
● Predominantly target language

Sources: Youtube, NewsOnAir

youtube: Content licensed under 
CC-BY

https://indicnlp.ai4bharat.org/indicw
av2vec/

Raw Speech Corpora

https://indicnlp.ai4bharat.org/indicwav2vec/


Sanity Checks
Extract 
Audio

Identify 
URLs

Download
Video

Remove 
silences by 

VAD

Up/downsample
(16k)

Remove Noisy 
content by 

SNR Ratio Filtering

(manual) (manual) (youtube-dl) (FFMPEG)

(FFMPEG) (py-webrtcvad6)

Audio data

YouTube Data Extraction

Audio Data Pre-processing



Unsupervised Pre-training

● Follows Wav2Vec 2.0 architecture

● Inspired by BERT pre-training in NLP

● Quantization to learn discrete 

targets for semi-supervised learning

● Masking + contrastive loss

● Temperature sampling to address 

data imbalance

● Initialize with English wav2vec 2.0

● Model variants: 

○ BASE (95m)

○ LARGE (317m)



Finetuning

● Add Linear Projection head

● CTC Loss

● SpecAugment for data 

augmentation

● Finetune all params except feature 

encoder
Decoding

LM: 6-gram trained on IndicCorp
Lexicon-based beam search decoder 
(Flashlight)



Key Results and Observations - I

● Pretraining significantly improves the performance on benchmark 
datasets.

● Our pretraining data has more diversity, better distribution of data 
across languages
○ Result - It generalises better for languages not seen during pretraining.

● The LARGE model consistently outperforms the BASE model.
● Starting with English wav2vec checkpoint saves compute resources
● The Language Model plays an important role.

○ Especially when limited training data is available
● Finetuning data size: very small data size (~1hr) not sufficient 

○ unlike results on English Wav2Vec: Pre-training size? Language characteristics?



Thank You!


