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Automatic conversion of text/speech from one natural language to another

Be the change you want to see in the world
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Government: administrative requirements,
education, security.

Enterprise: product manuals, customer
support

Social: travel (signboards, food),
entertainment (books, movies, videos)

gi) GOOgle
3" Microsoft % Translate

Translation under the hood
® Cross-lingual Search
® Cross-lingual Summarization

e Building multilingual dictionaries

Any multilingual NLP system will involve some kind of machine translation at some level
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Adapted from https://iconictranslation.com/what-we-do/neural-machine-translation/



Transformer based encoder-decoder architectures are the de-facto standard for NMT today
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Source: https://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf



Neural MT systems learn correspondences between words, phrases, etc. in context
from paired translations

Sample Parallel Corpus
A boy is sitting in the kitchen WWW@ﬁé‘cﬂ%
A boy is playing tennis WWW@W@%
A boy is sitting on a round table Uch ofSehl Uch ?ﬂsrﬂ\—rrq?é'ar%
Some men are watching tennis i@mma@@%
A girl is holding a black book Uch oISchl of Uch hlell [ohdls Thal g
Two men are watching a movie E\Tmﬂﬂﬁ?a@@%
A woman is reading a book W%WW%@%
A woman is sitting in a red car Teh 3IRd T T PR A ST §




BLEU Scores with Varving Amounts of Training Data
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Translation Quality improves with increasing
parallel corpus size
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1. Philipp Koehn, Rebecca Knowles. Six Challenges for Neural Machine Translation. W-NMT. 2017.

Corpus Size (English Words) Source: [1]



Data distribution over language pairs  soyrce: [1]
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Availability of parallel corpora
varies widely across languages
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{French, German, Spanish, ...} {Yoruba, Sindhi, Hawaiian, ...}

Publicly available parallel corpora for Indian languages was very small

bn ou hi kn ml mr or pa ta te | Grand Total

1,302,737 517,901 3,069,364 396,852 1,142,011 621,328 252,160 518,499 1,354,152 457,402‘ 9,632,406

WAT 2021 shared task corpus stats (number of sentence pairs) Source: [2]

1. Naveen Arivazhagan, Ankur Bapna, Orhan Firat, Dmitry Lepikhin, Melvin Johnson, Maxim Krikun, Mia Xu Chen, Yuan Cao, George Foster, Colin Cherry, Wolfgang Macherey, Zhifeng Chen, Yonghui Wu. Massively
Multilingual Neural Machine Translation in the Wild: Findings and Challenges. 2019. https://arxiv.org/abs/1907.05019.
2. Nakazawa, Toshiaki, et al. "Overview of the 8th workshop on Asian translation." Proceedings of the 8th Workshop on Asian Translation (WAT2021). 2021.



https://arxiv.org/abs/1907.05019

Dataset Contributions

Parallel corpora for 11 Indian Languages + English
Assamese, Bengali, Hindi, Gujarati, Marathi, Odia, Punjabi
Kannada, Malayalam, Telugu, Hindi

#lang-pair #sent-pair (million) 4x increase over existing corpora

English-Indic languages 11 49.7 Sentence pair similarity scores
Indic-Indic languages 55 83.4 available

Source en-as en-bn en-gu en-hi en-kn en-ml en-mr en-or en-pa en-ta en-te | Total

Existing Sources 108 3,496 611 2818 472 1,237 758 229 631 1,456 593 | 12,408

New Sources 34 5,109 2457 7,308 3,622 4,687 2869 769 2,349 3,809 4,353 | 37,366

Total 141 8,605 3,068 10,126 4,094 5924 3,627 998 2,980 5,265 4,946 | 49,774

Increase Factor 1.3 2.5 5 3.6 8.7 4.8 4.8 4.4 4.7 3.6 8.3 4

J

#sentences (in millions)



Where do we look for Parallel Corpus Sources

Existing Sources New Mined Data

Comparable Monolingual

Machine non-

Machine Readable readable
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Mining from monolingual corpora is the largest contributor to Samanantar



Going beyond comparable corpora

Discovering parallel sources is non-trivial

Not necessarily Regular URL patterns across websites

https://zeenews.india.com/news/india/pm-modis-jk- https://zeenews.india.com/hindi/india/pm-narendra-
visit-on-diwali-as-it-happened 1488741.html modi-meets-soldiers-in-jk-wishes-happy-diwali-from-
siachen/236490

Parallel content can exist across different domains

https://english.jagran.com/india/sorry-state-of-affairs- https://hindi.theprint.in/india/its-a-sorry-state-of-

chief-justice-nv-ramana-on-lack-of-debate-in- affairs-in-parliament-there-is-no-clarity-in-laws-cji-
parliament-10030745 ramana-says/233719

Sometimes, it is difficult to say that the websites are parallel
https://nagalandpage.com/sunil-chhetri-overtakes- https://newswing.com/charismatic-striker-chhetri-
messi overtakes-messi-just-one-step-behind-all-time-top-

10/261946



https://zeenews.india.com/news/india/pm-modis-jk-visit-on-diwali-as-it-happened_1488741.html
https://zeenews.india.com/hindi/india/pm-narendra-modi-meets-soldiers-in-jk-wishes-happy-diwali-from-siachen/236490
https://english.jagran.com/india/sorry-state-of-affairs-chief-justice-nv-ramana-on-lack-of-debate-in-parliament-10030745
https://hindi.theprint.in/india/its-a-sorry-state-of-affairs-in-parliament-there-is-no-clarity-in-laws-cji-ramana-says/233719
https://nagalandpage.com/sunil-chhetri-overtakes-messi
https://newswing.com/charismatic-striker-chhetri-overtakes-messi-just-one-step-behind-all-time-top-10/261946

Going beyond comparable corpora

Audacious goal: can we mine parallel data from just large monolingual corpora

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB.
2019. arXiv:1911.04944


https://arxiv.org/search/cs?searchtype=author&query=Schwenk%2C+H
https://arxiv.org/search/cs?searchtype=author&query=Wenzek%2C+G
https://arxiv.org/search/cs?searchtype=author&query=Edunov%2C+S
https://arxiv.org/search/cs?searchtype=author&query=Grave%2C+E
https://arxiv.org/search/cs?searchtype=author&query=Joulin%2C+A
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Mahatma Gandhi

From Widpadia, the free ancyclopedia

“Gandhi” redirects heve. For other uses, see Ganahl (disambiguation).

Mohandas Karamchand Gandhi (/gandi, ‘gmnd/; %! 2 October 1869 ~ 30 January 1948) was an Indian lawyer,”! anti-colonial natonatst, !l and
political ethicist,* who employed nonviolant resistance to lead the successful campaign for India's independance from British rule,!™ and in tum
inspired movements for civi rights and freadom across the world. The honorific Mshitma (Sanskrit: *great-souled”, “venarable®), first applied to him in
1914 in South Alrica. is now used throughout the world. 1%

Bom and raised in a Hindu tamily in coastal Gujaral, westem india, Gandhi trained in law at the inner Tempie, London, and was called to the bar at
age 22 in June 1891. ARer two uncectain years in India, where he was unable 1o start a successiul law practice, he moved to South Africa in 1833, 1o
rep an Indan chant in a & it. Ho wont on %0 Iive in South Africa for 21 years. It was in South Alfrica that Gandhi raised a family, and first
employed nonviolent ressstance in a campaign for civil nghts, In 1915, aged 45, he returned o India. He set about organising peasants, farmers, and
urban labourers 0 protes! against excessive land-tax and discrimination. Assuming leadership of the Indian National Congress in 1921, Gandhi led
nationwide campaigns for easing paverly, expanding 's rights, buikling religious and ethnic amity, ending untouchabiity, and sbove all for
achiaving Swaray or seli-naa. !

The same year Gandhi adopted the indian loincioth, or short dhotf and, In the winter, a shawi, both woven with yarn hand-spun on & traditional Indian
spinning wheel, or charkha, as a mark of identification with Inda's rural poor. Thereatter, he lived modestly in a sel-sulficient residential community,
ate simple vegetarian food, and underiook long fasts as a means of self-punfication and political protest. Binging anti-colonial nationaksm 1o the
common Incians, Gandhi led them in challenging the British-imposed salt tax with the 400 km {250 mi) Dandl Saft March in 1230, and Iater in caling
for the British to Quit India in 1942, He was imprdsoned for many years, upon many occasions, in both South Alrica and india.

Gandhi's vision of an independent India based on religious pluralism was challenged in the early 1940s by a new Muslim nationalism which was
demanding a separate Muslim homeland carved out of India '™ In August 1947, Britain granted independence, but the British indlan Empire’'”l was
partitioned into two dominions, a Hindu-majority India and Musim-majority Pakistan.!''| As many displaced Hindus, Muslims, and Sikhs made ther
way 10 their new lands, religious violence broke out, especially in the Punja: and Bengal. Eschewing the official calsbration of indapendanca in Dalhi,
Ganahl visited the affected areas, attempting to provide solace, In the months following, he undartook several fasts unio death 10 stop religious
violence, The last of these, undenaken on 12 January 1948 when he was 78,/ also had the indirect goal of pressuring Indiz 1o pay out some cash
assots owad to Pakistan."¥] Same Indians thought Gandhi was too accommodating.! 719 Among them was Nathuram Godse, a Hindu nationalist,
who assassinated Gandhi on 30 January 1948 by finng threa bullets into his ehast '3

Raad  Vigw source  View history | Search Wikpaedia
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https://en.wikipedia.org/wiki/Mahatma_Gandhi
https://te.wikipedia.org/wiki/%E0%B0%AE%E0%B0%B9%E0%B0%BE%E0%B0%A4%E0%B1%8D%E0%B0%AE%E0%B0%BE_%E0%B0%97%E0%B0%BE%E0%B0%82%E0%B0%A7%E0%B1%80

Parallel Corpus Mining from Monolingual Data

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB. 2019. arXiv:1911.04944

CCMatrix like approach = Nearest Approx Exact
FAISS compressed index:

Approximate Nearest Neighbour Search inverted idx + PQ quantization neighbours cossim cossim

Sentence 1
Sentence 2

ENU index

(100m sent)

Multilingual

LabSE
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LaBSE Embedding

Language agnostic BERT Sentence Embedding

LaBSE is a multilingual model trained on 17B
monolingual sentences and 6B parallel sentences using the
MLM (Masked Language Modelling), TLM (Translation
Language Modelling) and margin-based task

Translation Ranking Task

LaBSE provides high-dimensional vector(768) for a given
Input sentence

N =

B W

Loss
Add Additive Margin

e
Initializé —__ ___—Tnitialize

Pre-trained BERT

" - e ———— ——————— ——_——— ]

Feng, F., Yang, Y., Cer, D.M., Arivazhagan, N., & Wang, W. (2020). Language-agnostic BERT Sentence Embedding. ArXiv, abs/2007.01852.

https://tfhub.dev/google/LaBSE/2

CLIT TR rIIT] NEIEENNE
_______________________________________________
! Transformer P arameters, Transformer
' | Embedding Network Embedding Network


https://tfhub.dev/google/LaBSE/2

What helps scaling to large datasets

o Simple similarity metric (cosine similarity)

o Distance from binary argument functions can’t scale (e.g. COMET score)
o Approximate nearest-neighbourhood search
e Compressed indexes to fit indices in GPU memory

o 768d vector compressed from 3072 bytes to 72 bytes (+constant costs)

o Distributing indices over multiple GPUs

o Searching over multiple indices (to speed up searches)

FAISS - Billion-scale similarity search with GPUs, Jeff Johnson, Matthijs Douze, Hervé Jégou, ArXiv 2017

https://www.pinecone.io/learn/product-quantization/



Recomputing the Cosine Similarity

1. Variance on cosine similarity computed Mean: 0.60

on the low-dimension vectors

2. Recompute the cosine similarity on the
high-dimensional vector for the top-1
FAISS match

3. We use a higher LAS of 0.8
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(Approximate) Cosine Similarity computed by FAISS



Cross-lingual Semantic Textual Similarity dataset

10000 samples manually evaluated using 30+ annotators across 11 languages
Using SemEval-1 guidelines for cross-lingual semantic textual similarity
Available for CI"OSS-“HgU&' STS studies (nttps://storage.googleapis.com/samanantar-public/human_annotations.tsv)

Instruction Score Sample sentence pairs
Sentences are completely dissimilar 0 He is a strokemaker.
Decent Beu @ Qeuwiler erVCONESIT (he is a chain smoker)
Qu a I |ty Sentences are dissimilar but topically related | Can we save our lakes from global warming?

2 Tt & FRA ECEIRS TREdsT & a9 IR (Will cold water corals survive climate chunge?)

Sentences are dissimilar but agree on some details 2 Gomg smoke-free
Lmaudlsveor GUT (smoke free Boghi festival)

<1
Sentences have differences in important details 3 The province 1s divided into ten districts.

b WL L 3 Q[ DL eomiGenTaLl LNl Sgienens. (The province is divided into 6 districts.)

J/
Differences in details are not important 4 Marut: Suzuki To Add More CNG Models, Hybrids
oy dreersh ATt F HE SSE (Maruti Suzuki 10 increase CNG models)
Complete semantic similarity 5 They can’t come out from their bouses
j O & AT A6 I (They can't get out of their homes)

SemEval-2016 Task 1 Cross-lingual STS annotation guidelines

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: Semantic textual similarity, monolingual and cross-lingual evaluation. SemEva.


https://storage.googleapis.com/samanantar-public/human_annotations.tsv

Measuring the quality of the parallel corpora

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg:4.17, min: 3.83, max: 4.82  (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest: as, or

e Annotation data Semu
# Bitext # Anno- All
pairs tations accept
Assamese 689 1,973 3.48
Bengali 957 3814 4.53
Gujaran 779 2333 394
Hind: 1.277 4679 4.38
Kannada 957 2,839 4.08
Malayalam 917 2.781 394
Marathi 779 2324 4.14
Odia 500 1,497 3.97
Punjabi 689 2.265 4.16
Tamil 1,044 3.123 4.11
Telugu 951 2968 4.51
Overall 9.570 30,596 4.17




Qualitative Analysis of the parallel corpus

10000 samples manually evaluated using 30+ annotators across 11 languages
Using SemEval-1 guidelines for cross-lingual semantic textual similarity
Available for cross-lingual STS studies (nttps:/storage.googleapis.com/samanantar-public/human_annotations.tsv)

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg:4.17, min: 3.83, max: 4.82 (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest: as, or

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: Semantic textual
similarity, monolingual and cross-lingual evaluation. SemEva.


https://storage.googleapis.com/samanantar-public/human_annotations.tsv

Other parallel corpora in
Samanantar



Existing sources of
parallel data

12m setence pairs

OPUS

111T-H PIB/Mann Ki Baat
IITB En-Hi

en-as en-bn en-gu en-hi en-kn en-ml

en-mr en-or en-pa en-ta en-te

JW300 46 269 305 510 316 371 289 374 718 203 3400
banglanmt 2380 - 2380
iith - 1603 - 1603
cvit-pib 92 58 267 43 114 0l 101 116 45 930
wikimatrix” 281 231 2 124 95 92 895
OpenSubtitles 372 81 357 - 28 23 862
Tanzil 185 185 185 92 647
KDE4 6 35 31 85 13 39 12 8 78 79 14 402
PMindia V1 7 23 42 50 29 27 29 32 28 33 i3 333
GNOME 29 40 38 30 24 23 26 2! 33 31 37 332
bible-uedin . 16 62 6l 61 60 62 321
Ubuntu 21 28 27 25 2 2 26 20 29 25 24 269
ufal 167 167
sipc 21 38 30 35 43 166
GlobalVoices 138 2 326 1 142
TED2020 <l 10 16 46 2 6 22 752 I 120
Mozilla-110n 7 21 <l 12 13 15 N 17 25 119
odiencorp 2.0 91 91
Tatoeba <l 5 <l 1 <l <l 53 <l <l <l <« 71
urst 65 65
alt 20 20 40
mitenglish2odia 35 35
nlpc 31 31
wmt-2019-wiki 18 I8
wmit2019-govin 11 11
ticol9 <l <l <l <l <l <l <l <l <l 6
ELRC 2922 < <l <l <l <1 1
Total 108 3496 611 2818 472 1237 758 229 631 1456 593 12408




Mining from Machine Readable Sources

1. ldentified 12 websites which publish content in multiple Indian languages
a. DriveSpark, Onelindia, NativePlanet, MyKhel, Newsonair, DW, Timesofindia, IndianExpress,
GoodReturns, CatchNews, DD National

1. ldentified 2 Educational sources
a. NPTEL, Khan Academy
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IPL 2021: RCB vs CSK: Highlights: Ravindra Jadeja show helps CSK maul RCB
by 69 runs, climb at top

By Avinash Sharma
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Pipeline from Extraction to Alignment

Web Crawling and ]
Scraping 23 | i’

4 ’ :
e Reduce Search Alignment with .
Tokenization Space LaBSE ]—D[ Post Processing J

]

M. - -

[ Youtube Scraping
1

https://youtube-dl.org
https://www.crummy.com/software/BeautifulSoup
https://pypi.org/project/selenium
https://pypi.org/project/indic-nlp-library/

w0 D


https://youtube-dl.org/
https://pypi.org/project/selenium

Mining from Non-Machine Readable Sources

1. Documents published from parliament proceedings
2. Speeches from AP and TS Legislative Assemblies
3. Speeches from Bangladesh Parliament

1 2
' Reduce Search Alignment with
[ OCR ]—{ Tokenization H Space }—({ LaBSE H Post Processing J

1. https://cloud.google.com/vision/docs/ocr
2. https://pypi.org/project/indic-nlp-library/
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Tamil Nadu will be amongst India's most economically
prosperous states by 2023, achieving a three-fold growth in
per capita income (in real terms) over the next 7 years to be
on par with the Upper Middle Income countries globally.

Tamil Nadu will exhibit a highly inclusive growth pattern - it
will largely be a poverty free state with opportunities for
gainful and productive employment for all those who seek it,
and will provide care for the disadvantaged, vulnerable and
the destitute in the state.

Tamil Nadu will be India's leading state in social development
and will have the highest Human Development Index (HDI)
amongst all Indian States.

Tamil Nadu will be known as the innovation hub and
knowledge capital of India, on the strength of world class
institutions in various fields and the best human talent.

Tamil Nadu will preserve and care for its ecology and

heritage.




Mining between Indic Languages

Mine Indic-Indic parallel corpora from English to Indic corpora

(o)
™

English- Complete
centric

Open the
door

83.7 million sentence pairs for 55 language pairs

Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation. WMT.
Annette Rios, Mathias Miiller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT



I n d ICTra n S https://indicnlp.ai4bharat.org/indic-trans

m g ,:.,.. <,., e Trained on Samanantar parallel corpus
—_ ') : e Multilingual Model (en—>IL, IL=>en, IL->IL)
tTNUled, JooQhBE, Jo da : . Single Script
4
— e Input and output language tags
e Modelsize: (*430m params)

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh Khapra & others.
Samanantar: The Largest Publicly Available Parallel Corpora Collection for 11 Indic Languages. TACL. 2022.


https://indicnlp.ai4bharat.org/indic-bert

Compact Multilingual NMT

(Johnson et al., 2017)

Hindi English

Concatenate sh Shared
B I ared :
enga Parallel Attention

Corpora EACOCEr Mechanism

German
Telugu

Johnson, Melvin, Mike Schuster, Quoc V. Le, Maxim Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat et al. "Google’s multilingual neural machine translation system: Enabling
zero-shot translation." TACL (2017).



Combine Corpora from different languages

(Nguyen and Chang, 2017)

| am going home Q U2 el & It is cold in Pune quITT qg 3Tg
It rained last week cAl dlsalSaul HL My home is near the market | ATSAT YY dlGIRToIdod 38
ale uisAl

Convert Scrm /

Concat Corpora

| am going home § T SId )

It rained last week Sodl ATarsdT AT gHIG qrgar
It is cold in Pune FID'U?II'IH IS 3-11%’

My home is near the market | HISIT U dlGIRToldd 3-]T%'




There is only one decoder, how do we generate multiple languages?

Language Tag Trick = Special token in input to indicate target language

Originallnput:WWﬁWﬁ#?Wﬁmw 176"3"

Modified Input: HeH Hehllch Ha1aTT & & HFT H 3l &1 94 & <eng>




Joint Training

0 g
o —) ¥

Sample from

Combine Parallel
Parallel Corpora Corpora




Key Results

Comparisons on WAT 2020, WAT2021, FLORES-101

e Compilation of existing resources was a fruitful exercise.

® |[ndicTrans trained on Samanantar outperforms all publicly available open source

models.
® IndicTrans trained on Samanantar compares well with commercial systems

® Performance gains are higher for low resource languages

e [ndicBART =2 Pre-training needs further investigation.



x-en en-x
Model GOOG MSFT CVIT OPUS mBART TF mT5 IT A [GOOG MSFT CVIT OPUS mBART TF mT5 IT A
WAT2021
bn 206 218 - 114 47 242 248 296 48| 73 14 122 - 05 133 136 153 1.7
gu 329 345 - - 60 331 346 403 57| 161 224 224 - 0.7 219 248 256 08
hi 36.7 380 - 133 331 388 392 439 47| 328 343 343 114 277 359 360 386 26
kn 246 234 - - - 235 278 364 86 | 129 16.1 - - - 12.1 173 19.1 138
ml 272 274 - 5.7 191 263 268 346 73| 106 76 114 15 1.6 112 72 147 33
mr 261 277 - 04 1.7 267 276 335 59| 126 157 165 0. 1.1 163 17.7 20.1 24
or 237 274 - - - 237 - 344 70 104 146 163 - - 148 - 189 26
pa 359 359 - 8.6 - 36.0 37.1 432 6.1 | 22 28.1 - - - 298 31. 33.1 21
ta 235 248 - - 268 284 278 332 48| 90 118 116 - 1L 125 132 135 03
te 259 254 - - 43 268 285 362 7.7 | 7.6 85 80 - 06 124 75 141 17
WAT2020
bn 170 172 181 90 62 163 164 200 19| 66 83 85 - 09 87 93 114 21
gu 21.0 220 234 - 30 166 189 24.1 07 108 128 124 - 05 97 118 1583 25
hi 226 213 230 86 190 217 215 236 06| 161 156 160 67 134 174 173 200 26
ml 173 165 189 58 135 144 154 204 15| 56 55 53 11 1.5 52 36 72 16
mr 18.1 186 195 05 92 153 168 204 09| 87 101 96 02 10 98 109 127 18
ta 146 154 171 - 16.1 153 149 183 13| 45 54 46 - 55 50 52 62 0.7
te 156 151 137 - 5.1 121 142 185 29| 55 70 56 - 1.1 50 54 7.6 07
WMT
hi 313 301 246 131 257 253 260 29.7 -16| 246 242 202 79 183 23, 238 255 09
gu 304 299 242 - 56 168 219 251 54| 152 175 126 - 05 90 123 172 -03
ta 275 274 17.1 - 207 166 175 24.1 34| 96 100 48 - 63 58 7.1 99 -0.1
UFAL
ta 251 255 199 - 247 263 256 30.2 3.9‘ 7.7 101 72 - 92 113 119 109 -1.0
PMI
as - 16.7 - - - 74 - 299 132 - 10.8 - - - 35 - 116 08




X-€n en-x

Model GOOG MSFT CVIT OPUS mBART IT! IT |GOOG MSFT CVIT OPUS mBART IT! IT
as s M9 = : s 1233 = 138 = : - 70 69
bn 346 312 - 179 94 301 322| 281 229 79 - 14 182 203
ou 402 354 - : 48 306 343| 256 277 141 - 07 194 22.6
hi 442 369 - 186 326 343 379| 387 318 257 137 222 322 345
kn 322 305 - - - 195 288| 326 220 - ; - 99 189
ml 346 341 - 95 240 265317274 211 66 44 30 109 163
mr 361 327 - 06 148 271 308| 198 183 85 0.1 12 127 16.1
or 317 310 - - - 261 301 244 209 79 - - 110 13.9
pa 390 351 - 99 - 303 358 270 285 - - - 213 269
ta 319 298 - - 223 242 28.6| 280 200 79 - 87 102 163
te 388 373 - - 155 29.0 33.5| 306 305 82 - 45 177 22.0

Table 7: BLEU scores for En-X and X-En translation for FLORES devtest Benchmark. IT' is IndicTrans
trained only on existing data. We bold the best public model and underline the overall best model.



Future Possibilities

Training Data

Language Coverage
Use larger monolingual corpora
Mine longer sentences

Filtering strategies
o COMET, PRISM, etc.

Benchmark data

e Create benchmark testsets
o  Source-original
o Multi-domain

e Create human judgment pool for studying
evaluation metrics

Model

Language Coverage
Romanized/code-mixed input
Compact/distilled models
Better multilingual transfer



A Large-scale Evaluation of Neural Machine Transliteration
for Indic Languages

Anoop Kunchukuttan Siddharth Jain Rahul Kejriwal

=. Microsoft Microsoft India, Hyderabad

The 16th Conference of the European Chapter of the Association for Computational Linguistics. 19-23 April, 2021



What is transliteration?

Transliteration

“conversion of text from one script to another such that (i)
it is phonetically equivalent to the source name and (ii) it
matches the user intuition on its equivalence wrt the
source text”

Ethanur

TdoX ) OO (3
(ettanUra) (.ettanUr)



Indian languages are written in multiple scripts

Brahmi, Persio-Arabic, Latin scripts
Shared characteristics

Brahmi scripts AMIEIFRSVCATTH AT AN FE@ITSTAGAHA

o Abugida scripts Bengali T EFTTA>ALSIIFIUNTEEEFALBIT

Gumukhi M EHACCERCHIYTWSIEATETSSETSTIH

* Used to write major Indian languages o APUSSGAmAAABI A B s AU A AA2 S
. . ; g el FeEieddaeee@®e8c0@

* 2 major language families e aAaanaast aaaeoseeseoeed

 Indo-Aryan (IA): 6 languages R e i
Y ' sUas Some divergences too ... DL LTEPAD T I B
* Dravidian (DR): 4 languages

e.g. Tamil script has many missing  EIRZRAEEVESCRAREERAevie
characters 1) @ ©ag) & 80 8V & 61 U oLl

Devanagari

English €2 Indic transliteration

Nasals

Voiceless plosives Voiced plosives
i aspirated  unaspirated  aspirated

* Largely overlapping character set

Palatal

* Highly overlapping phoneme sets

Retroflex

Dental

* Consistent grapheme-to-phoneme mapping

Labial



Related Work

* Small datasets
* MSR-NEWS (Banchs et al., 2015)
* BrahmiNet (Kunchukuttan et al., 2015)
* Dakshina (roark et al., 2020)

e Others (Kunchukuttan et al., 2018b; Gupta et al. 2012; Khapra et al., 2014)
* Most dataset span few languages

e Lack of comprehensive testsets
 Limited analysis of foreign/India word performance

* Limited work on multilingual/joint transliteration (kunchukuttan etal., 2018b)



Mine Large-scale Transliteration Corpora

- From parallel translation corpora
- From monolingual corpora

Comprehensive analysis of multilingual transliteration models

- Effect of language family
- Effect of script sharing

- Performance on Indian vs foreign names



From Parallel Translation Corpora  i(saiiad etal, 2012; Durrani et al., 2014)

A boy is sitting in the kitchen Toh ISR S H T &

Word alignment probability
A boy is sitting on a round table (eh e1sanl Uen ?I’I'erﬂ\_rrtl':(a'b"r% is a linear interpo|ation of a

transliteration model (p4)
and non-transliteration

Rafale is manufactured in France Tl i H AT giar & model (p3) .

(e f)= A= pilef)+Apaef)

P e e e e e T e e e e e e i T T

Rafale aircrafts arrived in Ambala %o QAT 37ETaT qg%f

Filter bad
candidates

Learn Word Also decide

Alignments translation/transliteration

- e = e e e =
—— e = = - - o == ——— -

Moses Transliteration Module

-
N
~

N e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e e e e e e e e e e e e e e e e e

Score thresholding, soundex matches and morphological variant elimination



From Monolingual Corpora

Reranking:
S(ei,x]-) =ed (ei,XE(xj)) + ed (xj, EX(el-))
+ed (ph(el-), ph (XE(x]))) + ed(ph(xj), ph(EX(e;)))

From Al4Bharat-IndicNLP Corpus
(Kunchukuttan et al., 2020)

Train an initial transliteration model

Score transliteration candidates [ele vl
(xj € X) Where
Select best candidates ed(x,y) = edit c?lstance between x and y
ph(x) = phonetic hash of x
Index using
Posting-Lists
Query index using
transliteration —> — ]
i.e., EX(e;)
Reranking
4 & Thresholding Catalogue-
EI?IU-Vogz;\b Candidates d Matched pair
e; €
‘ 4




Mined Dataset Statistics

Data Sources: Publicly available parallel translation corpora and monolingual corpora

Language pa hh bn or gu mr kn te ml ta
Word pair count (x1000) 55.3 157.7 65.4 34.7 65.5 38.0 24.7 774 31.1 57.1
Mining Accuracy §1.2 NA 76.7 NA 93.0 89.0 87.1 86.2 823 779

Total Number of word pairs: 600k (373k from parallel and 339k from monolingual corpora)

Test Sets Composition

Foreign 928
2 Manually validated via crowdsourcing

Indian 572 Covers Indic and Foreign origin words
Total 1500



M U |t| | | ng Uda | Tra N Sl |te rat|O N Accuracy@1 reported on all slides

Model [A DR IND Model A DR IND
FOREIGN WORDS FOREIGN WORDS

bilingual 49.54 50.18 498 bilingual 73.96 70.00 72.37
multilingual  60.26  56.7  58.83 multilingual  78.35 74.43 76.78
INDIAN WORDS INDIAN WORDS

bilingual 7274 67.45 70.62 bilingual 77.01 75.65 7647
multilingual  75.69 66.86 72.16 multilingual 83.80 79.81 82.20

X to E Transliteration E to X Transliteration

Transliteration into English:
Significant 20% improvement in accuracy for foreign words

Transliteration from English:
~6% improvement in foreign and Indian word transliteration accuracy



Examples of improvement with multilingual training

lang src_word src_word_itrans  tgt_ref_word bilingual multilingual

hi ST3al{ brauzara browser brouser browser

hi Foler kliisha clash klash clash

hi 3Rfear arebiyaa arabia arebiya arabia

ml endlemnal briged brigade bregade brigade

ml A0VCMNS UMD fouNteShan foundation fountation foundation

ml G%TJO-O'UmS) plehaus playhouse plehouse playhouse

ta 6ruPLILIT&M60NS supparchaanik supersonic suppersanic  supersonic

ta 6Té'>6f\)l_‘n(36m'l'ljl'j .eksipLorar explorer exflorer explorer

Multilingual model generates more canonical spellings

Lesser confusion in generation of characters for underspecified Tamil script



Language Family Specific Training

Model A DR IND

FOREIGN WORDS
all indic 6026 56.7 58.83
by family 61.97 5546 59.37

Model [A DR IND

INDIAN WORDS
all Indic 7569 6686 72.16
by family 76.21 68.28 73.04

FOREIGN WORDS
all Indic 7835 7443 76.78
by family 77.79 75.38 76.83

X to E Transliteration

* No major difference in training joint models

INDIAN WORDS
all Indic 83.80 7981 82.20
by family 83.10 80.62 82.11

E to X Transliteration

* Separate training benefits for transliteration into English for the case of Indian words



Using the same script does not cause major degradation

Model IA- DR IND Model IA- DR IND
FOREIGN WORDS FOREIGN WORDS
different scripts  62.02  56.70  59.89 different scripts ~ 77.00  76.54 76.82
same script 61.97 55.46 59.37 same script 77.79 75.38 76.83
+src tag 62.16 57.24 60.19 :

: INDIAN WORDS
SNDLAN WORDS " different scripts  81.41 79.46  80.63
different seripts 76.81 69.95 74.06 same script 83.10 80.62 82.11
same script 76.21 68.28 73.04
+src tag 76.86 70.19 74.19 E to X Transliteration

X to E Transliteration Adding source language tags help, especially for languages with

divergent spelling conventions

For Tamil, training with its character set alone helps improve accuracy

Model ta-en en-ta

foreign indic foreign  indic

hiscript 4404  50.6 73.5 81.72
tascript 47.37 53.3 78.8 83.9




summary

* Mined 600k transliteration pairs for 10 languages
* From parallel translation and monolingual corpora
* Covers Indian and foreign origin words
 Manually validated testsets

« Recommendation for Indic transliteration
* Multilingual model
* Represent data in a single script
* Separate models for Indo-Aryan and Dravidian languages
* Adding source language tag
* Tamil = represent data in Tamil script



& Al4Bharat

An IIT Madras Initiative
https://indicnlp.ai4bharat.org



https://indicnlp.ai4bharat.org/

(3 Al4Bharat

Let us solve India's challenges with Al

Al4Bharat is a non-profit, open-source community of engineers, domain experts, policy makers, and academicians collaborating

to build Al solutions to solve India’s problems, today.

Indian Language NLP }
[ Text Speech [ OCR } L Sign Language }

Multimodal NLP https://ai4dbharat.org



https://ai4bharat.org/

Y, Al4Bharat

An lIT Madras Initiative
https://indicnlp.ai4bharat.org

Mitesh M. Khapra Pratyush Kumar Anoop Kunchukuttan
Associate Professor Researcher, Microsoft Senior Applied Researcher
IIT Madras Adjunct Faculty, IIT Madras Microsoft

+ Many hard-working students, mentors and volunteers


https://indicnlp.ai4bharat.org/

Mission Statement

Bring parity with English
in Al tech for Indian languages
with open data and open source contributions

Build an ecosystem of datasets, models, partners and
stakeholders to advance IndicNLP



Where and Why do we need Indic NLP solutions today?



Usage and Diversity of Indian Languages

INDIAN LANGUAGE
FAMILIES

Indian Ocean

4 major language families

22 scheduled languages

125 million English speakers

8 languages in the world’s top 20 languages

30 languages with more than 1 million speakers

Sources: Wikipedia, Census of India 2011

® |ndian language internet users
800

®English internet users
700
600
500
400
300

200

68

0
2011 2016 2021(P)

mlm::;: 110 million 409 million 735 million

Source: KPMG In India's analysis, April 2017 (P): Projections

Internet User Base in India (in million)

Source: Indian Languages:
Defining India’s Internet KPMG-Google Report 2017
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T o Education 4 S -

Govt. Services Complaint

Redressal

Economic
People-People — Good
Contact

E-commerce Entertainment

Cultural Easier Travel
Exchanges and Migration




Goal

Full NLP stack

Text Generators

Inference Engines

Text Analysers

Input Tools

Translation
QA

5
B &

Named Entity

Recognition

Keyboards

for 22 languages

Dialog Summarisation
) @
NLI Paraphrase Detection

ol
. A - eeee sone

Sentiment  Topic Content
Analysis Classification Filters
[
T_:

Spell checkers



We are faced with a huge data skew

Corpora articles
Parallel Corpora  Sentence SO, 500m
pairs En-hi (1ITB) 1.5m
Tok en (CoNLL 2003) 200k
NER Corpora oxens hi (FIRE) 40k
QA Question-Answer en (SQUAD 1.1) 100k
Pairs hi (MMQA) 4.6k




Scalability Challenges for NLP solutions

Raw & domain-
specific data

Data size

Training Data
Languages

Annotation
Quality

Annotation
Skills

Deployment

Model size

Inference
time

Dev tools Maintenance

Effort and cost
increase as
languages

increase

Evaluation

Quality
Judgments

Feedback for
improvement




What have we done so far?



What have we done so far?

Basic Infrastructure: Raw corpora & core language models for 10+ Indian languages

o afg s
60 o g s
3G 3

IndicCorp

Large Monolingual corpora

| @

ey

IndicBERT IndicBART
(masked LM) (seq2seq LM)

IndicFT

(word embeddings)

Compact pre-trained models for NLU & NLG

Q) -(=

IndicWav2Vec

Raw-speech corpora

Pre-trained speech representations


https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/indic-bert
https://indicnlp.ai4bharat.org/indic-bart
https://indicnlp.ai4bharat.org/indicft
https://indicnlp.ai4bharat.org/indicwav2vec

What have we done so far?

IGLUE

Standard Evaluation Benchmarks

IndicGLUE Benchmarks for Natural Language Understanding

INLG

Datasets for tasks like article classification, COPA, WNLI, etc

Indic NLG Suite Benchmarks for Natural Language Generation

Datasets for tasks like headline generation, paraphrase generation,
question generation, sentence summarization


https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-glue/

What have we done so far?

Data and models for various foundational tasks

Samanantar IndicASR Input Tools INCLUDE

D ffici
Parallel corpus, ASR models for 9 Romanized keyboards for atjsfti an-d el :C:Ttd_
translation models Indian languages Indic languages mo els for isolated Indian
between English & 11 Sign Language

Indic languages


https://xlit.ai4bharat.org/
https://sign-language.ai4bharat.org/
https://indicnlp.ai4bharat.org/samanantar
https://indicnlp.ai4bharat.org/indicwav2vec

https://github.com/Al4Bharat/indicnlp

catalog
IndicNLP Catalog

Evolving, collaborative catalog of
Indian language NLP resources

Please add resources you know of
and send a pull request

Major Indic Language NLP Repositonies
Libraries and Tools

Evaluation Benchmarks

Standards

Text Corpora

o

o 9 ¢ © © 9 ¢ o €& o ¢

e ©o o

Unicode Standard

Monolingual Corpus

Language identification

Lexical Resources

NER Corpora

Parafle! Translation Corpus

Parallel Transliteration Corpus

Text Classification

Textual Entaliment/Natural Language Inference
Paraphrase

Sentiment, Sarcasm, Emotion Analysis
Question Answenng

Dialog

Discourse

Information Extraction

POS Tagged corpus

Chunk Corpus

Dependency Parse Corpus
Co-reference Corpus

Modeis

Word Embeddings

Sentence Embeddings
Multilingual Word Embeddings
Morphanalyzers

SMT Models

Speech Corpora
OCR Corpara
Multimodal Corpara

Language Specific Catalogs

& Featured Resources

Al4Bharat IndicNLPSuite: Text corpora, word embeddings, BERT for indian languages and NLU resources for Indian
languages.

IIT Bombay English-Hindi Parailel Corpus: Largest en-hi parallel corpora in public domain (about 1.5 million
semgents)

CVIT-IITH P18 Multilingual Corpus: Mined from Press Information Bureau for many Indian languages. Contains
both English-IL and IL-IL corpora (IL=Indian language).

CVIT-IITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann ki Boat speeches.

INLTK: INLTK aims to provide out of the box support for various NLP tasks that an application developer might
need for Indic languages.

Dakshina Dataset: The Dakshina dataset is a collection of text in both Latin and native scripts for 12 South Asian
fanguages. Contains an aggregate of around 300k word pairs and 120k sentence pairs. Useful for transliteration.

Parallel Translation Corpus

T Boenbay English-Hendi Parallei Corpus: Largest en<hi paratiel corpara in public domain (about 1.5 million
semgents)

CYIT-IITH P18 Multingual Corpus: Mined from Press Information Bureau for many Indian languages. Contams
both English-IL and IL-IL corpora {L=indian language)

CVIT-IIITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann & 8oat speeches.

PMindsa Paraliel corpus for En-Indian languages mined from Mann ki Boot speeches of the PM of indka (paper)
Indian Language Corpora Initistive: Avaiiable on TDIL portal on request

QPUS corpus

WAT 2018 Parallel Corpos There may significant overdap between WAT and OPUS.

Charles University English-Hindi Parallel Corpus: This is included in the IITE paraliel corpus.

Charles University Englesh-Tamd Faralle! Corpus

Charies Universty Engliah-Odis Parallel Corpus v10

Charles University Englah-Odia Pacaliel Corpus v2 0

Charles Universty Englah-Urdu Religious Pacafiel Corpus

IndoWordnet Parallel Corpus: Paraliel corpora mined from IndoWordNet gloss and/or esamples for Indian-indian
language corpora (6.3 million segments, 18 languages).

MTurk indian Paraliel Corpus

TED Faralle) Corpus

IW300 Corpus: Parallel corpus mined from jw.org, Religious test from Jehovah's Witness.

ALT Paratiel Corpun: 10k sentences for Bengali, Hindi in paraliel wath English and many Eat2 Asian languages-
FLORES dataset: Englsh-Sinhala and English-Nepali corpacs

Uka Tarsadia Unwersity Corpus: 65k English-Gujarati ventence pars. Corpus 13 described in this paper
RLPC-UaM English-Tamil Corpun Bic sentences, 24k glossary terms



https://github.com/AI4Bharat/indicnlp_catalog

What is our approach?



Our Technical Direction

The Opportunity for Indian Language NLP

Mine Datasets

Deep Learning based NLP Representation Learning

Language Pre-trained
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer ,
knowledge into models

Models Learning



: - I o
D 4533700, Ak = + j‘
- : DO -
\\'n.u-»:n/.-\NE"W,S b' 9 é » : 0 O/' !
. e = 5
Crawl Pretrain a Fine-tune using  Create benchmarks
monolingual multilingual Mine Labelled labeled data R
corpora model

datasets




Distributed Representations

Replace traditional

Text Instance high-dimensional, resource-heavy

document feature vector
Feature vector ﬂ with
low-dimensional vector

....-. - learnt in an unsupervised manner

subsumes many linguistic features

Distributional Hypothesis

“A word is known by the company it keeps” - Firth (1957)

“Words that occur in similar contexts tend to have similar meanings”
- Turney and Pantel (2010)



What do multilingual models do?

Represent semantically similar language artifacts in the same vector space

e cTlF &1 [ st
7S [ &1 AR AT FT
e g |
Everyone has the U SFfFd &l g
right to life, liberty TarEhaaT 3T W
and the security of
person GRET FT IAPR & |

All human beings
are born free and
equal in dignity and

rights. / ® o \
5@@5’1‘4“’7. . o CUITLDEUSH DS LD
ey uilarrreaosen Eﬁﬁéﬁggg@lm
. 2 glenio . LIMSISTULIMGSLD
E261/CIUITIHEY (5SS (LD F&HVU(IBLD
6007 (5 ® .. 2_lenioi 6oL GUITITITEN T

Sentences



'

Better generalizable

models

Diverse data,

How does multilinguality help?

@« D

Better performing, more capable models

. 4

!

Good

Low-resource
performance

N

Surprising

Zero-shot
performance

Transfer Learning

linguistic regularization



Why are Indian languages related?

Related Languages

/\

Related by Genealogy Related by Contact

! |

Linqguistic Areas
Indian Subcontinent

Language Families
Dravidian, Indo-European

Lexical, Syntactic & Orthographic similarities

76



How does language relatedness help?

Slavic ‘ ‘ Turkic e ka i
= g Transfer Learning works best
) 4 for related languages
’ g o . (+ use similarity priors)
) Baltic " o o"kz o
by ) : altic - ; ) ) .
¢ ¢ o Building multilingual systems
S T systems specific to language
: °, Lo D families
wet® . a “e” [ - Niger-Congo
o .Fﬁs , .at .lb " .9d - “gsoe.xn i 8
. o iy o ms ; i o~ mg
o Germanic = :fy o“'":::v;ig

(Kudungta et al, 2019)

Encoder Representations cluster by language family



How do pre-trained models help?

Supervised data not sufficient

Go g|e —
BER D .>

How do we understand linguistics similarities
synonymy, parts-of-speech, word categories, analogies

d —=
. : : ;
How do we know if the sentence is grammatically correct: Task-independent models that know about

) language
How do we know if the sentence makes sense?

These capabilities are important for generalization

Pre-train once, reuse for multiple downstream tasks

Pre-trained model :
‘ Task-independent - Task-specific
finetuning

model

Task-independent

Pre-training

Only task-specific training: less data & less computation



Multi-linguality and Pre-training are complementary

Language-family specific pre-trained model

Pre-trained model +
Pre-trained model +

Compact pre-trained models
Utilize language relatedness
Better data representation

Multilingual Training Improved
Data low-resource
performance

Improved

High-resource Language - Zero-shot
bata performance

L)

Low-resource Language
Data



Some Projects



Models and Resources for
Indian Language NLU and NLG

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora,

Evaluation Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. EMNLP-Findings. 2020.
Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language

Generation of Indic Languages. ACL-Findings. 2022.
Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish Puduppully, Anoop Kunchukuttan, Amogh Mishra, Mitesh M. Khapra, Pratyush Kumar. IndicNLG Suite:

Multilingual Datasets for Diverse NLG Tasks in Indic Languages. Arxiv pre-print 2203.05437. 2022.



Natural Language Understanding

Text Classification

Sentiment Analysis

Relation Extraction
Named Entity Recognition

Paraphrase Detection

Natural Language Inference




Natural Language Generation

Abstractive Summarization

Paraphrase Generation

Machine Translation

Grammar Correction




IndicNLPSuite

Monolingual Corpora Embeddings

.» body part
city )
] | S P 4 travel .z T
| ‘;) ok
_ ] « ¥
- | s relative

IndicCorp IndicFT

Language Model

Class

Label

_‘

Le ) )= [n =] ) (W)
BERT

Eas || By |- Ev || Beem || &

@EE- EEE-
ﬁ_J “_l

Sentence 1 Sentence 2

IndicBERT

NLU Benchmark

*IGLUE

IndicGLUE

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, Evaluation
Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. Findings of EMNLP. 2020.
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IndicCorp

11 Indic languages
(+Indian English)

8.8B tokens
450M sentences
57 M pages
General domain

1000+ sources

~“6 months of crawl

https://indicnlp.ai4bharat.org/

corpora

Corpus Size in Millions of Tokens
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9X increase, Largest Corpora
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https://indicnlp.ai4bharat.org/corpora
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Webcorpus

Distributed,
Multi-threaded

Dashboard

(a scalable web

cra Ww
*

Submit URL Sources

https://github.com/Al4Bharat/web

Corpus

Cloud Storage

Node 1

Node 2

Node 3

HOOT

Crawler

Push Crawled Data

Horizontally Scalable

Push/Retrieve Data

AN

Processors
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https://github.com/AI4Bharat/webcorpus

IndicFT

* Pre-trained word embeddings trained with FastText.

https://indicnlp.aidbharat.org/indicft

* 300 dimension vectors, suitable for morphologically rich languages.

* Outperforms embeddings from the FastText project on word analogy, similarity and classification tasks.

Lang FI-W  FT-WC  IndicFT
Word Similarity (Pearson Correlation)
pa 0.467 0.384 0.445
hi 0.575 0.551 0.598
gu 0.507 0.521 0.600
mr 0.497 0.544 0.509
te 0.559 0.543 0.578
ta 0.439 0.438 0422
Average  0.507 0.497 0.525
Word Analogy (% accuracy)
hi 19.76 32.93 29.65

Lang Dataset FI-W FT-WC IndicFT
hi BBC Articles 7229 6744 77.02

[ITP+ Movie 4161 4452 45.81

I[ITP Product 5832 5717 61.57
bn Soham Articles 62.79  64.78 71.82
gu 81.94  84.07 90.74
ml INLTK 86.35  83.65 95.87
mr  Headlines 83.06 81.65 91.40
ta 90.88  89.09 95.37
te ACTSA 46.03 4251 52.58

Average 69.25 68.32 75.80

FT-W: pre-trained FastText (Wikipedia). FT-WC: pre-trained FastText (Wikipedia+CommonCrawl)



I N d iC B E RT https://indicnlp.ai4bharat.org/indic- 2

bert

https://huggingface.co/ai4dbharat/in

—— i ~ e Pre-trained Indic LM for NLU applications
(i 5 ) dic-bert

- - - - »— Large Indian language content (8B tokens)

C)(TM) - Ta) oo (X)) --- O
ALBERT o 11 Indian languages
TR I o +Indian English content
D ) - o () e ... G e Multilingual Model
\_ ul_d'_’ «l—'_J;) e Compact Model (~¥20m params)
f e Competitive/better than mBERT/XLM-R

e Simplify fine-tune for your application

0
u % aT (3 EI e 10k downloads per month on HuggingFace
H


https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert

INndicBART

Who am | 7 </s> Whare did | come from 7 </so <Ere

4

]

Where did _ from 7 </s> Who _ | __ </a> <En> <En Who am | 7 </5> Wheme did | coma from 7 </'s>

tNLe®, <JooRQhBH, Jo o

https://indicnlp.ai4bharat.org/indic-I e

https://huggingface.co/ai4bharat/Inc ““ T

o Pre-trained Indic S2S for NLG applications

o Large Indian language content (8B tokens)
o 11 Indian languages
o +Indian English content

e Multilingual Model

e Compact Model (~¥224m params)

e Single Script

o Competitive with mBART50 for MT and

summarization
o Simply fine-tune for your application

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic

Languages. Findings of ACL. 2022.


https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/IndicBART

| N d |CG LU E (Indic General Language Understanding Evaluation Benchmark)

T I N R

Classification News Article Classification bn, gu, hi, kn, ml, mr, or, pa, ta, te
Headline Classification 4 gu, ml, mr, ta
Sentiment Analysis 2 hi, te
Discourse Mode Classification 1 hi

Diagnostics Winograd Natural Language Inference 3 gu, hi, mr
Choice of Plausible Alternatives 3 gu, hi, mr

Semantic Similarity  Headline Prediction 11 as, bn, gy, hi, kn, ml, mr, or, pa, ta, te
Wikipedia Section Titles 11 as, bn, gy, hi, kn, ml, mr, or, pa, ta, te
Cloze-style Question Answering 11 as, bn, gy, hi, kn, ml, mr, or, pa, ta, te
Paraphrase Detection 4 hi, ml, pa, ta

Sequence Labelling Named Entity Recognition 11 as, bn, gy, hi, kn, ml, mr, or, pa, ta, te

Cross-lingual Cross-Lingual Sentence Retrieval 8 bn, gy, hi, ml, mr, or, ta, te



IndicGLUE @
SO S S | R—

Classification News Article Classification bn, gu, hi, kn, ml, mr, or, pa, ta, te

Headline Classification 4 gu, ml, mr, ta
% Sentiment Analysis 2 hi, te

Discourse Mode Classification 1 hi

DiagnostiCs Winograd Natural Language Inference 3 gu, hi,mr

.. Choice of Plausible Alternatives 3 gu, hi,mr Span all
languages

Semantic Similarity Headline Prediction 11 as, bn, gu, hi, kn, T, Of, Pa, ta, te
Wikipedia Section Titles 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Cloze-style Question Answering 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Paraphrase Detection 4 hi, ml, pa, ta

Sequence Labelling Named Entity Recognition 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te

Cross-lingual Cross-Lingual Sentence Retrieval 8 bn, gu, hi, ml, mr, or, ta, te



IndicGLUE: News Article Headline Prediction

Created From: News Crawls Task: Predict the correct headline

IPL 2021: Australian Cricketers, IPL 2021: Mayank Agarwal's 99* In Vain
Support Staff Expected To Head To As Delhi Capitals Thrash Punjab Kings
Maldives -ve To Go Top Of The Table

With their country shut for all those flying from India, the now-suspended IPL's Australian
contingent, comprising players, support staff and commentators, is expected to head to

+ve

Shikhar Dhawan's delightful 63 dwarfed Mayank Agarwal's unbeaten 99 as Delhi Capitals

Maldives before taking a connecting flight for home. The IPL was "indefinitely nded” defeated Punjab Kings by seven wickets in the IPL, on Sunday to go atop the points table.

Agarwal, leading the side in the absence of regular skipper K L Rahul, used the straight

on Tuesday after multiple cases of COVID-19 emerged from Kolkata Knight Riders, Dethi I t
Capitals, SunRisers Hyderabad and Chennai Super Kings. There are 14 Australian bat effectively in his lone hand to take Punjab Kings to 166 for six. Delhi Capitals hardly n p u
players along with coaches and commentators who might now take a detour as the broke a sweat in the run chase, cantering to victory in 17.4 overs overs, their sixth win in

Australian government has imposed strict sanctions for people returning from India. eight matches.

Careful Negative Samplin
. pine Sri Lanka All-Rounder Thisara Perera

SRH vs MI, IPL 2021: SunRisers  “V€ Bids Adieu To International Cricket
Hyderabad Players To Watch Out For -ve

Sri Lankan all-rounder Thisara Perera, on Monday, announced his retirement from

Bottom-placed SunRisers Hyderabad take on a high-flying Mumbai Indians team at the . . . e ) . .
. international cricket with immediate effect. In a letter to Sri Lanka Cricket (SLC), Perera
Arun Jaitiey Stadium in Delhi on Tuesday. SunRisers Hyderabad have had a torrid time in 94

IPL 2021 0 far, winning a solitary game after playing seven matches, They have just two said that he wanted to focus on his family, before adding that it was the right time for him



IndicGLUE: Article Genre Classification

Created From: News Crawl Task: Predict the genre of news article

IPL 2021: Mayank Agarwal's 99* In Vain
As Delhi Capitals Thrash Punjab Kings
To Go Top Of The Table

Shikhar Dhawan's delightful 69 dwarfed Mayank Agarwal's unbeaten 99 as Delhi Capitals
defeated Punjab Kings by seven wickets in the IPL, on Sunday to go atop the points table.
Agarwal, leading the side in the absence of regular skipper K L Rahul, used the straight
bat effectively in his lone hand to take Punjab Kings to 166 for six. Delhi Capitals hardly
broke a sweat in the run chase, cantering to victory in 17.4 overs overs, their sixth win in

eight matches.

Category: Sports => Mined from URL



| N d iC N LG S U |te (Datasets for Indian language generation tasks)

Dataset Languages Communicative Intent | Input Type Total Size

Biography Generation as, bn, hi, kn, | One-sentence biogra- | key-value pairs 55K
ml, or, pa, ta, te | phies

Headline Generation as, bn, gu, hi, | News article headlines news article 1.43M
kn, ml, mr, or,
pa, ta, te

Sentence Summarization | as, bn, gu, hi, | Compacted sentence | sentence 431K
kn, ml, mr, or, | with same meaning
pa, ta, te

Paraphrase Generation as, bn, gu, hi, | Synonymous sentence sentence 5.5TM
kn, ml, mr, or,
pa, ta, te

Question Generation as, bn, gu, hi, | Question leading to an- | context-answer 1.08M
kn, ml, mr, or, | swer given context pairs
pa, ta, te

Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj Dabre, Ratish Puduppully, Anoop Kunchukuttan, Amogh Mishra, Mitesh M. Khapra, Pratyush Kumar. IndicNLG Suite: Multilingual Datasets
for Diverse NLG Tasks in Indic Languages. Arxiv pre-print 2203.05437. 2022.



Biography Generation
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Delhi University is one of the
famous universities of the
country.
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Innovative methods for mining task-specific
datasets



Key Results

o Language group specific pre-trained models are better
o Compact
o Competitive with large global models like mBERT, mBART
o Multilingual fine-tuning and pre-training are useful
o Particularly for low-resource languages



Future Possibilities

Monolingual Data Benchmark datasets

Language coverage Diverse & challenging tasks

Larger Monolingual Crawls
Language coverage
Release more metadata

Offensive Text Filtering Zeroshot evaluation

Pre-trained models

Language coverage
Train on larger data
Incorporate parallel data

Model distillation recipes



IndicWav2Vec

Towards Building ASR Systems for the Next Billion Users

Tahir Javed, Sumanth Doddapaneni, Abhigyan Raman, Kaushal Santosh Bhogale, Gowtham Ramesh, Anoop
Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra

Al4Bharat, IITM, Microsoft, RBCDSAI,

AAAI 2022



Raw Speech Corpora

° ~17,000 hrs

o 40 languages

> All 22 languages in the 8t
Schedule
o Balanced across languages

e 4 language families

o Speaker/channel diversity

o No background noise

o Predominantly target language

https://indicnlp.ai4bharat.org/indicw
av2vec/

Sources: Youtube, NewsOnAir
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https://indicnlp.ai4bharat.org/indicwav2vec/

YouTube Data Extraction

Audio data

Extract

Download

Identify

mmmme  SaNnity Checks g

Audio

URLs Video

(manual) (manual) (yvoutube-dl) (FFMPEG)

Audio Data Pre-processing

Remove

Remove Noisy
content by
SNR Ratio Filtering

Up/downsample

g Silences by
VAD

(16k)

(FFMPEG) (py-webrtcvade6)



Unsupervised Pre-training

Follows Wav2Vec 2.0 architecture
Inspired by BERT pre-training in NLP

Quantization to learn discrete
targets for semi-supervised learning

Masking + contrastive loss

Temperature sampling to address
data imbalance

Initialize with English wav2vec 2.0

Model variants:
o BASE (95m)
o LARGE (317m)

.-~ contrastive ~~. _
Tsalloss T

context representation '
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e f.2.7.2.84

ol self-attention layers

uantize T T 1 T :
atort ropresortaion Il W W W B

Z i v/_,./ . 3 y .‘\' \/’CNN w > o A

speech X W.‘.**Fa

wav2vec 2.0




Finetuning

o Add Linear Projection head
e CTCLoss

o SpecAugment for data
augmentation

« Finetune all params except feature

encoder
Decoding

LM: 6-gram trained on IndicCorp
Lexicon-based beam search decoder
(Fylas:hll ht)

Max,, )“‘11_4,\/()’) T Q ]U” pimly) + ﬂYI

Characters: it (I Rt EMMEL®E
Pinyin+T: tal de5 biao3 xian4 ye3 geng4 jial quan2 mian4
Pinyin-T:  ta de biao xian ye geng jia quan mian

context representation C'

A 4

|

o 2.8.8.8.%

- contrastnve
M Ioss i

self-attention layers

quantized

.......................
representation I T /, £

latent representatlon |

speech X - W "_.’.,. —

wav2vec 2.0
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projection
& CTC




Key Results and Observations - |

e Pretraining significantly improves the performance on benchmark

datasets.
o Our pretraining data has more diversity, better distribution of data
across languages
o Result - It generalises better for languages not seen during pretraining.
e The LARGE model consistently outperforms the BASE model.
o Starting with English wav2vec checkpoint saves compute resources
e The Language Model plays an important role.
o Especially when limited training data is available

o Finetuning data size: very small data size (~1hr) not sufficient
o unlike results on English Wav2Vec: Pre-training size? Language characteristics?



Thank You!



