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Deep Learning has led to tremendous success

GLUE Benchmark SUPERGLUE Benchmark

Transformer-based self-supervised pre-trained models

Tasks: Classification, Structured Prediction, Span Prediction, Semantic Similarity



Maths

Explanations

Plotting

Understanding 
Programs

Drawing

Bubeck, Sébastien, Varun Chadrasekaran, Ronen Eldan, Johannes Gehrke, Eric Horvitz, Ece Kamar, Peter 
Lee et al. Sparks of artificial general intelligence: Early experiments with GPT-4. 2023.



Large Language Models show great performance 
on diverse open-ended tasks

Transformer-based self-supervised decoder only models

Tasks: Open-ended Question Answering 
evaluated on dynamic questions based on 
human preferences 

(LMSys Chatbot Arena) Compilation of tasks requiring reasoning skills
(Qwen 3)



Disparity in linguistic resources has always been an issue for NLP

Wikipedia/CommonCrawl data as a proxy for monolingual data availability

How do we bring the state-of-the-art NLP solutions to all languages?

Can we train such large models for all languages? 

Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2023.



Benefits of LLMs are mostly limited to English

(BUFFET, MEGA, ChatGptMT,ChatGptMLing)

Performance on translation 
averaged across languages

Performance on translation 
High vs low resource

• Significant gap between English and other languages on multiple tasks

• High-resource and Latin script languages can give good performance on GPT

• Poor performance on low-resource languages 

• Translate-test is a strong baseline

• Open-source models lag behind GPT models ➔ they are very English heavy

Results on QnA

Results on XNLI



Raw Text 
Corpora

English
Hindi

Wikipedia
articles

6m

150k

Parallel Corpora En-fr (OPUS)
En-hi (IITB)

Sentence
pairs

500m
1.5m

NER Corpora
en (CoNLL 2003)
hi (FIRE)

Tokens 200k
40k

QA en (SQuAD 1.1)
hi (MMQA)

Question-Answer 
Pairs

100k
4.6k

We are faced with a huge data skew



How do we address this data skew at scale?

Mining Datasets

Synthesizing Datasets

Manually Constructing Datasets

We will discuss in the context of Indian languages and our experiences in that respect

Lot of other languages and groups have explored similar approaches 



Internet User Base in India (in million)

Usage and Diversity of Indian Languages

Source: Indian Languages: 
Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers
Sources: Wikipedia, Census of India 2011





Scalability Challenges for NLP solutions

Training &
Deployment

Training Data

Evaluation

Model size

Inference 
time

Maintenance

Data size

Annotation 
Skills

Effort and cost 
increase as 
languages 
increase

Quality 
Judgments

Feedback for 
improvement

Annotation 
Quality

Languages

Raw & domain-
specific data

Dev tools



Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained Language 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models

The Opportunity for low-resource multilingual NLP

Build Datasets



The proposed recipe for multilingual NLP

Collect a large amount 
of monolingual and/or 

parallel data

Learn a multilingual language 
model 

Lot of memory & 
computationLot of monolingual data Supervised data limited 

for many languages

mBERT
mBART/mT5

AYA

But not all languages have such data ….
Joint learning  & Data Curation is the Key

Finetune the language model 
on reasonable amount of 

data from one or more 
languages

• Task-specific
• General instruction-response
• Human Preference



Multilingual Data

• Raw Text Corpora
• Cross-lingual Corpora

• Machine Translation Corpora
• Machine Transliteration Corpora

• Mining Task data/Instruction data
• Synthesizing Task data/Instruction data
• Multilingual, Multimodal data



Raw Text Data is a critical resource
Why do we need raw text?

Compiles the collective knowledge of the web! 
     ➔ Modern LLMs are trained on 10s of trillions of tokens
     ➔ Most of the data is in English 

Captures language-specific Cultural Knowledge

A feeder resource for extracting many other resources

Parallel Translation Corpora
Parallel Transliteration Corpora

Text Classification
NER Corpora

Language Generation

LM Training Corpora

IndicCorp v1 IndicCorp v2 Sangraha

Sentence-level
Web-sources

Larger corpora
Larger  language coverage

Document level
Diverse sources
Better filtering

Challenges in building high-quality corpora

• Large-scale crawling and processing
• Source identification
• Language identification
• Low-quality pages like MT
• Page content extraction
• Content Moderation



Large-scale, Document-level Datasets

Wide coverage of topics

Representation of culture-specific data, native literature

High Quality Documents

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

What properties do we 
want to see in 

multilingual corpora?
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Large-scale, Document-level Datasets

Wide coverage of topics

Representation of culture-specific data, native literature

High Quality Documents

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

Multilingual corpora like 
mC4, CC-100, CulturaX 
are good starting points

Build custom language (group) specific collections to address gaps

?

?
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Raw Text Data Collection

Data from different 
modalities – 
audio/OCR

Filtering pipeline to 
ensure high-

quality

High –quality 
sources

IndicCorp v1 IndicCorp v2 Sangraha

Sentence-level
Web-sources

Larger corpora
Larger  language coverage

Document level
Diverse sources
Better filtering

Khan,et al. "IndicLLMSuite: A Blueprint for Creating Pre-training and Fine-Tuning Datasets for Indian Languages." ACL 2024. 



Large scale Spark-based distributed data cleaning pipeline

20https://github.com/AI4Bharat/setu 

https://github.com/AI4Bharat/setu
https://github.com/AI4Bharat/setu
https://github.com/AI4Bharat/setu


Synthetizing Multilingual Data
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Sangraha 
Synthetic

IndicXLITIndicTrans2

Huge disparity in digital 

knowledge between English 

and any other language

Quick Alternatives → 

• Translate knowledge rich corpora to infuse 

knowledge in non-English languages

• Transliterate corpora to encourage cross-

lingual transfer with English

Meet Doshi, et al. "Do Not Worry if You Do Not Have Data: Building Pretrained Language Models Using Translationese." EMNLP 2024.
Jaavid Aktar Husain,  et al.  "RomanSetu: Efficiently unlocking multilingual capabilities of Large Language Models models via Romanization." ACL 2024.



Building MT Datasets



1. Philipp Koehn, Rebecca Knowles. Six Challenges for Neural Machine Translation. W-NMT. 2017.

Source: [1]

Translation Quality improves with increasing 
parallel corpus size

Sample Parallel Corpus

A boy is sitting in the kitchen एक लडका रसोई म े़ बैठा है

A boy is playing tennis एक लडका ट निस ख ल रहा है

A boy is sitting on a round table एक लडका एक गोल म ज पर बैठा है

Some men are watching tennis कुछ आदमी ट निस द ख रह  है

A girl is holding a black book एक लडकी ि  एक काली ककताब पकडी है

Two men are watching a movie दो आदमी चलचचत्र द ख रह  है

A woman is reading a book एक औरत एक ककताब पढ रही है

A woman is sitting in a red car एक औरत एक काल  कार म  बैठी  है 



How do we address the parallel data problem ?
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Web Sources

Comparable Mining Filtering existing corpora

___

___

___

___

___

___

___

___

English मराठी

High/Mid Resource 
Languages

Low + High Resource 
Languages

___

___

___

___

___

___

___

___

___

___

English

ગજુરા
તી

___

___

___

___

___

हहिंदी

Wikipedia English 
content

Monolingual Mining

LABSE 
Filter

MakerChecker

Filtered 
Data

BPCC Human

Daily conversational 
content

BPCC Mined



Not necessarily Regular URL patterns across websites 

https://zeenews.india.com/news/india/pm-modis-jk-

visit-on-diwali-as-it-happened_1488741.html
https://zeenews.india.com/hindi/india/pm-narendra-

modi-meets-soldiers-in-jk-wishes-happy-diwali-

from-siachen/236490

Parallel content can exist across different domains 

https://english.jagran.com/india/sorry-state-of-

affairs-chief-justice-nv-ramana-on-lack-of-debate-in-

parliament-10030745

https://hindi.theprint.in/india/its-a-sorry-state-of-

affairs-in-parliament-there-is-no-clarity-in-laws-cji-

ramana-says/233719

Sometimes, it is difficult to say that the websites are parallel

https://nagalandpage.com/sunil-chhetri-overtakes-

messi

https://newswing.com/charismatic-striker-chhetri-

overtakes-messi-just-one-step-behind-all-time-top-

10/261946

The challenge of discovering parallel sources
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Mining from Monolingual Corpora
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Threshold >= 0.8



Mining from Monolingual Corpora

28

https://www.mykhel.
com/

https://malayalam.mykh
el.com/

Shared multilingual vector 
space*

*Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen 
Arivazhagan, and Wei Wang. Language-agnostic
BERT sentence embedding, ACL 2022.

Bitext mining using the Largest monolingual 
collection for Indic languages, encompassing 
IndicCorpV2 (news) and Archive.org (e-books).



Mining from Monolingual Corpora
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Brute-force search (429M 
x 473M) is infeasible.

*Jeff Johnson, Matthijs Douze, Hervé Jégou, 
Billion-scale similarity search with GPUs, 
arXiv, 2019

FAISS Index for efficient indexing and 
clustering, semantic matching and 
retrieval of dense vectors.
(1000 sent/sec).

__
_

__
_

__
_

__
_

__
_

__
_

__
_

__
_

__
_

__
_

En 
(429M)

Hi 
(473M)

● The total monolingual corpora consisted of 2.13B Indic 
sentences, ranging from a minimum of 3.3M 
(Assamese) to a maximum of 473M (Hindi).

● Mining efforts resulted in 121M newly extracted bitext 
corpora across 13 languages.
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Follow the same methodology as 
monolingual mining, but instead do it 
at document-level

Benefits:

1. Reduce search space.
2. Improved alignment quality.
3. High quality data with minimal 

computational costs.
13
Languag
es

6
Domain
s

4.35M
Sentence 
pairs

Mining from Comparable Corpora



Expert Annotation
Boost model quality with high-quality expert annotations!

• Need processes in place to ensure high quality
• Provide tools to make translators productive

• High Quality translations can boost translation 
quality on fine-tuning

• Only source for very low-resource languages
• Finetuning on small, high-quality corpora is 

sufficient to make LLMs translation-proficient



Mining between Indic Languages

en

hi

bn

ta te

English-centric

Mine Indic-Indic parallel corpora from English to Indic corpora

Open the 
door

दरवाजा 
खोलो

दार उघड

83.7 million sentence pairs for 55 language pairs (for IndicTrans v1)
Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation.WMT.
Annette Rios, Mathias Müller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT

en

hi

bn

ta te

Complete



Building Direct Indic-Indic Models

34



Building SOTA NMT Models for Indian languages.

35

Robust, manually created 
Benchmarks.

High Quality Data -BPCC

232 M
Mined 
sentences

800 K
Seed
sentences

IndicTrans2

IN22-Gen
1st India-centric 
multi-domain 
benchmark

IN22-Conv
1st Conversation 
Translation 
benchmark

SOTA
SOTA open-
source models 
for Indic 
languages.

#1
First model that 
supports all 22 
scheduled Indian 
languages.

Takeaway: It is possible to build state-of-the art MT models by mining at scale from the web coupled 

with a modest amount of high quality translation data

https://github.com/AI4Bharat/IndicTrans2


Beyond Sentence-level translation

36

Document-level translation can help use context, preserve structure

Modern LLMs have large context windows to learn document/large-context translation

Extracting Parallel Documents using simple document alignment techniques like matching 

document ids and URLs ➔ can yield a lot of data 

1.5 million English-centric pairs from Press Information Bureau and Mann ki Baat

Suryanarayanan, Sanjay, et al. "Pralekha: An Indic Document Alignment Evaluation Benchmark." arXiv preprint arXiv:2411.19096 (2024).



Mining Parallel Documents

37

Follow a similar approach to sentence-level nearest neighbour mining 

 ➔ use document embeddings instead

Document Embeddings 

➔ Pooling of sentence embeddings

Document Alignment Co-efficient 

➔ Aligning at various granularities 

Suryanarayanan, Sanjay, et al. "Pralekha: An Indic Document Alignment Evaluation Benchmark." arXiv preprint arXiv:2411.19096 (2024).

DAC aligned data provides better precision in parallel document mining

Resulting Document-level Translation Models are better



Let’s look at data mining for other NLP tasks



What is transliteration?
Transliteration

“conversion of text from one script to another such that (i) 

it is phonetically equivalent to the source name and (ii) it 

matches the user intuition on its equivalence wrt the 
source text”

Ethanur

एत्तिूर       എത്തനൂര്‍
(ettanUra)      (.ettanUr)

Useful for

• Romanized input
• Romanized search, translation, etc



From Parallel Translation Corpora 

𝑝 𝑒, 𝑓 = 1 − 𝜆  𝑝1 𝑒, 𝑓 + 𝜆 𝑝2(𝑒, 𝑓)

Word alignment probability 
is a linear interpolation of a 
transliteration model (𝑝1)  
and non-transliteration 
model (𝑝2) .

Learn Word 
Alignments

Also decide 
translation/transliteration

Filter bad 
candidates

Moses Transliteration Module

Score thresholding, soundex matches and morphological variant elimination

A boy is sitting in the kitchen एकलडका रसोई म े़ बैठा है

A boy is sitting on a round table एकलडका एक गोल म ज पर बैठा है

Rafale aircrafts arrived in Ambala राफ ल विमाि अिंबाला पहुिंच 

Rafale is manufactured in France राफ ल फ्ािंस में निर्मित होता है

(Sajjad et al., 2012; Durrani et al., 2014)

Madhani, Yash, et al. "Aksharantar: Open Indic-language transliteration 
datasets and models for the next billion users." EMNLP (2023).



ENU-Vocab
(𝑒𝑖 ∈ 𝐸)

Indic-Vocab
(𝑥𝑗 ∈ 𝑋)

ENU-Indic
Transliterator
(𝐸𝑋: 𝐸 → 𝑋)

Candidates

Catalogue-
Matched pair

Index using 
Posting-Lists

Query index using 
transliteration

i.e., 𝐸𝑋(𝑒𝑖)

Reranking
& Thresholding

Where
𝑒𝑑 𝑥, 𝑦 = 𝑒𝑑𝑖𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑥 𝑎𝑛𝑑 𝑦

  𝑝ℎ 𝑥 = 𝑝ℎ𝑜𝑛𝑒𝑡𝑖𝑐 ℎ𝑎𝑠ℎ 𝑜𝑓 𝑥

From Monolingual Corpora

Reranking: 

𝑠 𝑒𝑖 , 𝑥𝑗 = 𝑒𝑑 𝑒𝑖 , 𝑋𝐸 𝑥𝑗 + 𝑒𝑑 𝑥𝑗 , 𝐸𝑋 𝑒𝑖

 +𝑒𝑑 𝑝ℎ 𝑒𝑖 , 𝑝ℎ 𝑋𝐸 𝑥𝑗 + 𝑒𝑑(𝑝ℎ 𝑥𝑗 , 𝑝ℎ(𝐸𝑋(𝑒𝑖)))Train an initial transliteration model

Score transliteration candidates 

Select best candidates

From AI4Bharat-IndicNLP Corpus 
(Kunchukuttan et al., 2020)



Collection from Expert Judges

• Karya: Crowdsourced platform
• 68 annotators from across the country
• Quality Control
• Automatic Validation Checker 

Useful to capture native words, rare words 
and words in low-resource languages



Naamapadam Dataset for NER models

44

Samanantar Parallel Corpus

English Indic Language

India is the largest country in South Asia. ಭಾರತ ದಕಿ್ಷಣ ಏಷ್ಯಾ ದ ಅತಿ ದೊಡ್ಡ  
ದೇಶ.

Mithali Raj was the captain of Indian 
women's cricket.

र्मताली राज भारतीय महहला किक ट की 
कप्ताि रहीिं ।

… …

Bert-Base English NER

[India]LOC is the largest country in [South Asia]LOC

ಭಾರತ ದಕಿ್ಷಣ ಏಷ್ಯಾ ದ ಅತಿ ದೊಡ್ಡ  

ದೇಶ.

Project 

Entities

Infer Entity 

Labels

naamapadam Dataset

[ಭಾರತ]LOC [ದಕ್ಷಣ ಏಷ್ಯಾ ದ]LOC ಅತಿ ದೊಡ್ಡ  
ದೇಶ.

IndicBERT

IndicNER Model

Fine-Tune

Mhaske, Arnav, et al. "Naamapadam: A large-scale named entity annotated data for Indic languages." arXiv preprint arXiv:2212.10168 (2022).



Creativity is the limit for mining data 
of different kinds! Murmu assumed 

office on 25th July 
and succeeded Ram 
Nath Kovind

BIOGRAPHY GENERATION

Kumar, Aman, et al. "IndicNLG benchmark: Multilingual datasets for diverse NLG tasks in Indic languages." EMNLP (2022).



LLMs for Data generation
LLMs have become commonplace for data generation!

Human creation of data can be laborious, expensive, requires large-scale co-ordination

LLMs can generate training data in an expensive, scalable and controlled way

LLMs might not be capable of generating high quality data for non-English languages!

Long, Lin, et al. "On LLMs-driven synthetic data generation, curation, and evaluation: A survey." arXiv preprint arXiv:2406.15126 (2024).



Machine Translation as an enabler to scaling

IndicInstruct

IndicAlign

English Training 
Datasets

Translate

Wide variety of datasets available in English like TuLu3, UltraChat, UltraFeedback

Going forward translating with high quality multilingual LLMs like GPT4o or 
Gemini can help preserve structure, perform document translation



Generating Culturally Relevant IFT Data

(IndicLLMSuite)

Use multiple English LLMs along with Wikipedia context 
to simulate conversations on topics of interest

Translate the conversations from English

Creativity is 
the limit

49



Generating Data for Toxicity Alignment

50

!!#*

No!

Mistral-7B Llama2-70B-Chat

Content 
Type

Target 
Group

Prompt 
Style

Translate the generated examples from English



Generating QA Pairs from Wikipedia

Directly generated in the native language – 
no translationese

14 m QA pairs for 19 languages

Useful for training 
QA models
Neural Retrieval models
Reasoning model training Prasanjith, Pasunuti, Prathmesh B. More, Anoop Kunchukuttan, and Raj Dabre. "IndicRAGSuite: 

Large-Scale Datasets and a Benchmark for Indian Language RAG Systems." arXiv preprint 
arXiv:2506.01615 (2025).



So far we have looked at text data only, 
let’s look at quick look at creating multimodal data



Speech Translation

We need speech segments along with their translations into other languages

Some sources of such data exist
Where text transcripts and audio exists

Educational sources like Spoken Tutorial, UGC, NPTEL

Speeches/Podcasts like TED, VaaniPedia, Mann ki Baat



Mining Sentence-level Speech Translation data 
from Speech data with audio transcripts

Reduce speech-text mining to 
Text-text parallel data mining

Align speech-text segments to 
identify speech/text pairs

Mine text translation pairs

Sparsh Jain, et al. "BhasaAnuvaad: A Speech Translation Dataset for 13 Indian Languages." ACL (2025).



Sparsh Jain, et al. "BhasaAnuvaad: A Speech Translation Dataset for 13 Indian Languages." ACL (2025).

Synthesizing Speech Translation Data using MT and TTS

Why?

• Available ST data is from limited 
domains

• Can generate more diverse data 
using speech and text datasets

This approach can be generalized to other speech tasks



Collecting ASR data at scale
IndicVoices Project

Tahir Javed,, et al.. "Indicvoices: Towards building an inclusive multilingual speech dataset for indian languages." ACL (2024).



Defining the wishlist

57

- District wise 
collection

- Ensuring inclusivity

- Ensuring diversity



Four Key Stages

58



Indian Institute of Technology Madras | AI4Bharat 

IndicASR
- First to support ASR for all 22 

constitutionally recognized 
languages of India

- Offer lower (Word Error 
Rate) WER than commercial 
and open source models

Three Key Contributions!

59

IndicVoices
(Goal: 17000 hours)

- 7348 hours (unlabelled)

- 1639 hours (transcribed)

- 22 Languages

- 16237 Speakers

Data collection starter kit:
- Collection blueprint
- Text resources (read commands, 

extempore prompts, 
conversational scenarios)

- Platforms (Kathbath, Shoonya)

Data Model Starter kit



Summary

• Large scale datasets are critical to performance of NLP systems
• Need to harness publicly available datasets and make them 

available in the public domain
• Innovative ways to mining datasets will help drive progress for 

many NLP tasks 
• Leveraging LLMs to create data for diverse scenarios and tasks
• We need to engage the community for the long tail of languages
• High quality seed data and testsets need to be created with 

human inputs



Thanks

anoop.kunchukuttan@gmail.com 

http://anoopkunchukuttan.github.io 
http://huggingface.co/AI4Bharat 

Acknowledgments: All my collaborators, colleagues and students at AI4Bharat and Microsoft

mailto:anoop.kunchukuttan@gmail.com
http://anoopkunchukuttan.github.io/
http://huggingface.co/AI4Bharat
http://huggingface.co/AI4Bharat
http://huggingface.co/AI4Bharat
http://huggingface.co/AI4Bharat


Pre-Data Collection

62

Number of engaging questions/prompts created for 
different domains (top), topics of interest (middle) 
and roleplay scenarios (bottom). Examples of sentences, prompts, questions and roleplay scenarios

Created
By Experts

2500+
Extempore Questions

1000+
Conversation scenarios

20+
Domains

20+
Topics of 
Interest

Standardised process to create templates and then instantiate a large number of 
instructions by replacing entities in the templates

45K+
Sentences



Everyday 
Tasks

On-field Data Collection

63

Coordinators support with preliminary 
verification, ensuring quality

Local agencies support seeding of 
participants, while ensuring diversity

Different tasks supported by 
Kathbath

Login Fetc
h 

Recording SubmitRegister

Kathbath’s Home screen (left), micro-task 
screen (right)

Sentences for 
Read Speech

Online grocery 
transactions

Digital government 
services

Keywords
Spotting

Digital financial 
transactions

Customer care 
interactions

Extempore 
Questions

Ice breakers Product reviews

Role 
Plays*

Questions about named entities

Data collection 
workflow

* Done over Telephony channel



Quality Control

64

Rejection rate (top) and QC Error categories (botton)

Collected 
Audios



Transcription

65

Shoonya’s Transcription interface

Comprehensive transcription 
guidelines

Transcription on two levels:
- Verbatim (L1)
- Normalized (L2) 

Auto Segmentation

Check
er

Superchecker Maker

Three stage transcription workflow
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