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Deep Learning has led to tremendous success

Transformer-based self-supervised pre-trained models

GLUE Benchmark SUPERGLUE Benchmark

Rank Name Model URL Score Rank Name Model URL Score E
1 ERNIE Team - Baidu ERNIE & 909
‘ ) A + 1 Zirui Wang T5 + Meena, Single Model (Meena Team - Google Brain) 90.4
2 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 EJ 90.8
o PFLIFLTER MachLBERT = DIEM 7 |dfm 2 DeBERTa Team - Microsoft ~ DeBERTa / TuringNLRv4 4 w03
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[ 3 SuperGLUE Human Baselines SuperGLUE Human Baselines 89.8 ]
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+ 9 Zihang Dai Funnel-Transformer (Ensemble B10-10-10H1024) C}J. 89.7 + 6 Alibaba PAI&ICBU PAI Albert 86.1

Tasks: Classification, Structured Prediction, Span Prediction, Semantic Similarity



Prompt: Can you write a proof that there are infinitely Prompt: Draw a unicorn in TiKZ. Prompt: Can you generate a pyplot for the following data: = = [1,3,5,6,8],y1 = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =

many primes, with every line that rhymes? [5,1,2,3,4].y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in
below. I want the legend of y1 to be "bob”, y2 to be "alice”, y3 to be "bilbo”, y4 to be "allie”. I want the z-axis to be
GPT-4: GPT-4: [Produces IX[EX compiling to labeled with "time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,

through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not

Yes, I think I can, use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make

.
Though it might take a clever plan. D . 3 . 5 5 RS s

I’llgstart bs noting Euclid’s groof raWI ng it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
Which shows that primes aren’t just’alaof. fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the

Assume we have a finite list, pie chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three -
0f primes, and that none have been missed. plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. Plottl ng
Multiply them all together,
And add one, just to be clever.
M aths The result will be a number,

That has no prime factors, oh wonder!

following picture.]

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

But every number has a prime, GPT-4: [We give two snapshots from the animation resulting from the produced code]
That divides it, it’s just a matter of time.
So we’ve found a contradiction, ] ] [ | ] Bob and Alice Bilbo Bob and Alice 8ilbo
And our finite list needs eviction. — bob ] — tibo — bob [
There must be infinitely many primes, :3 i :’ — -
And that’s the end of my rhyming lines.s o ol
i fal
_______________________________________________________________________________ 10 104
Prompt: Can you gencrate a pyplot for the following data: = = [1,3,5,6,8),y1 = [2,3,5,18,1],y2 = [3,5,6,8,1], 43 = s FogpEs s FegpEs
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in o ) 2 o1
below. I want the legend of y1 to be "bob”, y2 to be "alice”, y3 to be "bilbo”, y4 to be allie”. I want the xis to be T g L WORORT Ry % s ¥ o, e
labeled with ”time” and y axis to be labeled with "money”. 1 want to add a 10 %-40% random error bar to each curve, i _ Alie_ - Fractions at time 3.26 B Allie - Fractions at time 7.86
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not * : e T aice
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make 3 “ bob & | >
it look more real. I want to put a baseline as the mean of each line. 1 want to put a pie chart below indicating the » *
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the E * ; :
pic chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three ‘ bibo °1 Y ...
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. : = : bivo
Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps: — T " — T

. Prompt:
GPT-4: GPT-4:

User: After the first bar G2AB c2BA, you struct mystruct A { char a; int b; char ¢; } x;

This is a conversation between a user and an struct mystruct_ B { int b; char a; char ¢; } y;

artificial intelligence agent that follows
instructions or answers questions. The AI example of a change to the notes in the #include <stdio.h>

always follows the instructions correctly. first bar that would have caused you to int ma%n(‘mid? { )

- pick D instead of G as the first note in the printf("Size of xi hzu bytes\n", sizeof(x));
intf("Si f y: % bytes\n", si f(y));

User: Can you compose a short tune (say four second bar. }r)zzrn 0.128 oy e ByReshRT, mreeetly

to eight bars) using ABC notation? AI:One possible change to the notes in the }

AI: There are many possible ways to compose first bar that would have caused me to pick
a short tune in abc notation, but here is D instead of G as the first note in the sec Possible Output:

Explanations one exanple: SRR Understanding
ij::xample Tune GPT-4:

— | :G2AB c2Bc | ... There are different ways to implement and align structures in memory, Progra m S

so the exact output may vary depending om the compiler, platform, and

chose G to start the next bar. Give an

L:1/8 options used. However, ome possible output is:
X:C This change creates a stronger cadence on Size of x: 12 bytes

:G2AB c2BA | G2AB c2c2 | edcB c2BA | G4- the C note at the end of the first bar, Size of y: 8 bytes
G2z2 | which is the fifth degree of the scale. This This output assumes that the compiler uses 4-byte alignment for

structures, meaning that each structure member starts at an

| :c2de f2ed | c2de f2f2 | g2fe d2cB | c4- suggests a modulation to the dominant key of offset that is a multiple of 4 bytes from the beginning of the
c2z2 :| G major, which has D as its fifth degree. structure. This may result in some padding bytes being inserted
= ’ between or after the members to maintain alignment. For example,
This tune has two four-bar phrases, each Therefore, starting the second bar with D in x, there may be 3 padding bytes after a and 3 padding bytes after c,
Z Tz while in y, there may be mno padding at all. The size of a structure is
EEpEEEtl eree, Fommlay am [\ jpEws £l & L would create a smooth transition to the new the sum of the sizes of its members plus any padding bytes.

part. The key is C major.

key and imply a harmonic progression of V-I. Bubeck, Sébastien, Varun Chadrasekaran, Ronen Eldan, Johannes Gehrke, Eric Horvitz, Ece Kamar, Peter

Lee et al. Sparks of artificial general intelligence: Early experiments with GPT-4. 2023.




Large Language Models show great performance
on diverse open-ended tasks

Transformer-based self-supervised decoder only models

Arena
Model
Score —~ -

.. Qwen3-235B-A22B  Qwen3-32B 5 ini2.5- ini
Gemini-2.5:PTo-Exp-03:25 1439 oA g Cpapeie Pl GmiRee  Genmesiml e
03-2025-04-16 1418 ArenaHard 95.6 93.8 92.1 93.2 - 96.4 89.0
ChatGPT-40-latest (2025- 1488 AIME'24 85.7 81.4 74.3 79.8 83.9 92.0 79.6
93-26).

AIME'25 81.5 72.9 79.2 70.0 77.3 86.7 74.8
chocolate (Early.Grok-3). 1402
LiveCodeBench 70.7 65.7 63.9 64.3 70.6 70.4 66.3
Grok-3-Preview-02-24 1402 o
) CodeForces 2056 1977 1891 2029 L 2001 2036
Llama-4-Maverick-03-26- i
. 1401 .
Expeximental Aider 61.8 50.2 61.7 56.9 53.3 72.9 53.8
GPT:-4.5:-Rreview 1398 LiveBench 771 74.9 75.7 71.6 ; 82.4 70.0
Gemini-z2.5:-Flash- 1393 BFCL 70.8 70.3 67.8 56.9 ) 62.9 64.6
Preview-04-17 -
MulilF 71.9 73.0 4838 677 . 77.8 48.4
Geminiz2.9:-Flash- o

1380

Gemini-2.0-Pro-Exp-02-05 1380

ChatGPT-40-latest. (2025- (LMSys Chatbot Arena) Compilation of tasks requiring reasoning skills

Tasks: Open-ended Question Answering (Qwen 3)

evaluated on dynamic questions based on
human preferences



Disparity in linguistic resources has always been an issue for NLP

Wikipedia/CommonCrawl data as a proxy for monolingual data availability

&3 Class 0 (The left-behinds) - Gondi, Mundari ? i
X I\‘"Class 1 (The Scraping-Bys) - Bhojpuri, Assamese g ::_.@ » /
8 102 T X
] S~
é 7 fuls) - Konkani, Wolof e \ :é; : %
2 3 at S e
'\'_j Class 3 ('l'hc Rising Srars) - Tamil, Marathi :] 10 = 5 9 \\’. il .
®@ C(lass 4 (The Underdogs) - Bengali, Hindi 10° PELs ol 31133 Wl
":i' ; t' 1‘/ # \\)
g fagtish, French 10° 10" 102 10° 10 105 10 107
Unlabeled data (log)

How do we bring the state-of-the-art NLP solutions to all languages?

Can we train such large models for all languages?

Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2023.



Benefits of LLMs are mostly limited to English

ChatGPT(en) ChatGPT NLLB
Language Cat. ChatGPT Language - Cat. ~par gy Lang. BLEU cheF | BLEU  chrF
(en) (spc) English _ H 560 749 ave.  avg. sp_Cyl | 136 326 | 434 597
English  H 702 702 Resim i 3020 #langs. _chrF_BLEU woTan | 29 150 | 267 500
: German  H 459 658 ChatGPT (Oshot)y 203 323 167 o tam | 004 295 | 143 375
RllSSlaIl H 60.8 45.4 Chinese H 371 42.3 ChatGPT (S-ShUl) 203 33.1 17.3 _L " 369 16 7 26.5 50-8
German H 645 51.1 Spanish — H 418 658 GPT-4 20 446 246 — : ' —
. ' ’ Vietnamese H 36.1  57.3 NLLB 201 45'3 271 jpn_Jpan 284 329 201 279
Chinese H 582 355 Turkish M 345 564 P i nno_Latn 371 587 | 334 536
FI‘CIICh H 64 8 42 2 Arabic M 32.0 50.3 GOOgle 115 S * 3 M zho_Hans 36.3 31.0 26.6 22.8
: : Greek M 207 45.0 zho_Hant 260 244 12.4 14.0
Spanish H 658 474 Thai M 312 434 Performance on translation acm_Arab | 282 447 ] 118 319
Vietnamese H 554 44.8 Hindi M 175 378 averaged across languages
. 6 53
Turkish M 571 37.1 Average 96533 Performance on translation
Arabic M 553 223 Results on QnA High vs low resource
Greek M 559 545
Thai M 447 11.5
E‘_ﬂi‘f““an x ig-; 454°66 « Significant gap between English and other languages on multiple tasks
indi , :
Urdu L 437 63  High-resource and Latin script languages can give good performance on GPT
Swahili X 303 4038 * Poor performance on low-resource languages
Results on XNLI * Translate-testis a strong baseline

* Open-source models lag behind GPT models = they are very English heavy

(BUFFET, MEGA, ChatGptMT,ChatGptMLing)



We are faced with a huge data skew

Raw Text Wikipedia
Corpora articles

Parallel Corpora  Sentence

pairs
NER Corpora Tokens
QA Question-Answer

Pairs

English

Hindi

En-fr (OPUS)

En-hi (IITB)

en (CoNLL 2003)

hi (FIRE)

en (SQUAD 1.1)

hi (MMQA)

6m

150k

500m
1.5m

200k
40k

100k
4.6k



How do we address this data skew at scale?

Mining Datasets

Synthesizing Datasets

Manually Constructing Datasets

We will discuss in the context of Indian languages and our experiences in that respect

Lot of other languages and groups have explored similar approaches



Usage and Diversity of Indian Languages

INDIAN LANGUAGE
FAMILIES

Indian Ocean

4 major language families

22 scheduled languages

125 million English speakers

8 languages in the world’s top 20 languages

30 languages with more than 1 million speakers

Sources: Wikipedia, Census of India 2011

® |ndian language internet users

800
B English internet users

700
600
500
400
300
200

0

2011 2016 2021(P
Total i
wsers inindia 110 million 409 million 735 million
Source: KPMG in India's analysis, April 2017 (P): Projections

Internet User Base in India (in million)

Source: Indian Languages:
Defining India’s Internet KPMG-Google Report 2017
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Scalability Challenges for NLP solutions

Raw & domain-
specific data

Data size

Training Data
Languages

Annotation
Quality

Annotation
Skills

Training &
Deployment

Model size

Inference
time

Dev tools Maintenance

Effort and cost
increase as
languages

increase

Evaluation

Quality
Judgments

Feedback for
improvement




The Opportunity for low-resource multilingual NLP

Deep Learning based NLP Representation Learning

Language Pre-trained Language
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer ,
knowledge into models

Models Learning



The proposed recipe for multilingual NLP

: N
in faeafaemery Sret fega €, 39 udf fEem # & ufesy @1 o amy & mar €72

; ‘Q" }ZVIKIPEDIA m1919ﬁw§m#%m%wﬁmmm$ﬁ]uﬁm o
v e Free Encyclopedia 3AtgEnfies ®U A 379 farfSra eafaere
Sow Cor Pk T bR e | g e ¥ s s ot fa, otFf
i wAfaE, wfordta e QY Teiftre & 3R querdiy Afdae Ve e 21
\ J
O.PUS mBERT
... the open parallel corpus BART/mT5
m m :
AYA Finetune the language model
on reasonable amount of
data from one or more
Collect a large amount Learn a multilingual language languages
of monolingual and/or model * Task-specific
parallel data * Generalinstruction-response
* Human Preference
. Lot of memory &
Lot of monolingual data . Y . ..
computation Supervised data limited

for many languages
But not all languages have such data ....

Joint learning & Data Curation is the Key



Multilingual Data

 Raw Text Corpora

* Cross-lingual Corpora
* Machine Translation Corpora
* Machine Transliteration Corpora

* Mining Task data/lnstruction data
* Synthesizing Task data/lInstruction data
* Multilingual, Multimodal data



Raw Text Data is a critical resource

Why do we need raw text? Challenges in building high-quality corpora
Compiles the collective knowledge of the web!  Large-scale crawling and processing
=» Modern LLMs are trained on 10s of trillions of tokens * Source identification
= Most of the data is in English * Language identification
 Low-quality pages like MT
Captures language-specific Cultural Knowledge * Page content extraction

* Content Moderation
A feeder resource for extracting many other resources

Parallel Translation Corpora
Parallel Transliteration Corpora

LM Training Corpora Text Classification
NER Corpora
Language Generation

IndicCorp v1 IndicCorp v2

Sentence-level Larger corpora Document level
Web-sources Larger language coverage Diverse sources
Better filtering



Large-scale, Document-level Datasets
High Quality Documents

What properties do we Wide coverage of topics
want to see in
multilingual corpora?

Representation of culture-specific data, native literature

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

16



\/ Large-scale, Document-level Datasets
? :
? - -

High Quality Documents
Multilingual corpora like
mC4, CC-100, CulturaX

are good starting points X Representation of culture-specific data, native literature

X Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

Build custom language (group) specific collections to address gaps




Raw Text Data Collection

Sentence-level Larger corpora Document level
Web-sources Larger language coverage Diverse sources
Better filtering

- _-\* ? Existing Corpora
@ Verlflcatlun : [\—| WikiMedia
Web Scraplng‘ ....... . :e /@
" 1
v

I‘{E. t
/ ASR

Video SETU

Sangraha Verified Ynverified Synthetic
64.2 B 243 B 163 B

Khan,et al. "IndicLLMSuite: A Blueprint for Creating Pre-training and Fine-Tuning Datasets for Indian Languages." ACL 2024.



Large scale Spark-based distributed data cleaning pipeline

N Setu Pipeline
s (OCR)) o,
POFS o e Y\
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Videos ASR

https://github.com/Al4Bharat/setu 20



https://github.com/AI4Bharat/setu
https://github.com/AI4Bharat/setu
https://github.com/AI4Bharat/setu

Synthetizing Multilingual Data

Huge disparity in digital
knowledge between English

and any other language IndicTrans2 IndicXLIT

Quick Alternatives —

* Translate knowledge rich corpora to infuse

knowledge in non-English languages

Sangraha

Transliterate corpora to encourage cross- Synthetic

lingual transfer with English

Meet Doshi, et al. "Do Not Worry if You Do Not Have Data: Building Pretrained Language Models Using Translationese." EMNLP 2024.
Jaavid Aktar Husain, et al. "RomanSetu: Efficiently unlocking multilingual capabilities of Large Language Models models via Romanization." ACL 2024.

21



Building MT Datasets



BLEU Scores with Varving Amounts of Training Data

Translation Quality improves with increasing
parallel corpus size

Sample Parallel Corpus
A boy is sitting in the kitchen Udh oTSohl THIS A ST §
A boy is playing tennis Ueh ISl AT WA BT &
A boy is sitting on a round table Ueh ISehT Ueh Il Aol W ST &
Some men are watching tennis iﬂmé‘ﬁﬁa@@%
. A girlis holding a black book Uch olSehT o1 Ueh ohlell TohdTd Gehal
——8— Phrase-Based with Big LM e ¢
o Phrase-Based
i / s EsE Two men are watching a movie E\Tmﬂﬂﬁ?aﬁﬁ%’
1§ —o— Meural
0 ];:I" ' “I]___ E— ]I”:- ' Awoman is reading a book T IR T ThaaT I W g
C"'T”JH Size IE"gljﬁh Words) Source: [1] A woman is sitting in a red car Ueh 3 Uah hTel I H ST %‘

1. Philipp Koehn, Rebecca Knowles. Six Challenges for Neural Machine Translation. W-NMT. 2017.



How do we address the parallel data problem ?

High/Mid Resource

Languages

Web Sources

Comparable Mining

Monolingual Mining

Filtering existing corpora

English

ST

4 N 4
ol L
\ | -
English
BPCC Mined

=

LABSE
Filter

Filtered
Data

Languages

Low + High Resource

Wikipedia English
content

Daily conversational
content

Language
Experts

Checker

Ta
s

BPCC Human

Maker

25




The challenge of discovering parallel sources

Not necessarily Regular URL patterns across websites

https://zeenews.india.com/news/india/pm-modis-ijk-  https://zeenews.india.com/hindi/india/pm-narendra-
visit-on-diwali-as-it-happened 1488741 .html modi-meets-soldiers-in-jk-wishes-happy-diwali-
from-siachen/236490

Parallel content can exist across different domains

https://english.jagran.com/india/sorry-state-of- https://hindi.theprint.in/india/its-a-sorry-state-of-
affairs-chief-justice-nv-ramana-on-lack-of-debate-in- affairs-in-parliament-there-is-no-clarity-in-laws-cji-
parliament-10030745 ramana-says/233719

Sometimes, it is difficult to say that the websites are parallel

https://nagalandpage.com/sunil-chhetri-overtakes-  https://newswing.com/charismatic-striker-chhetri-
messi overtakes-messi-just-one-step-behind-all-time-top-
10/261946
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Mining from Monolingual Corpora

Archive

English

Toxicity

LaBSE
Filter

Threshold >= 0.8

IndicCorp Query Vectors
Wikipedia

LaBSE Mining

Mined
Bitext
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Mining from Monolingual Corpora

com/

https://www.mykhel.

s

s

Shared multilingual vector
space*
Bitext mining using the Largest monolingual

collection for Indic languages, encompassing
IndicCorpV2 (news) and Archive.org (e-books).

https://malayalam.mykh

el.com/

*Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen
Arivazhagan, and Wei Wang. Language-agnostic
BERT sentence embedding, ACL 2022.
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Mining from Monolingual Corpora

En
(429Mm)

Hi
(473M)

v

) ®© © [ XO)
S o® ®
% o,
: e & %
_ O )
) Brute-force search (429M

x 473M) is infeasible.

e The total monolingual corpora consisted of 2.13B Indic

sentences, ranging from a minimum of 3.3M
(Assamese) to a maximum of 473M (Hindi).

Mining efforts resulted in 121M newly extracted bitext
corpora across 13 languages.

s
—

~

FAISS Index for efficient indexing and
clustering, semantic matching and
retrieval of dense vectors.

(1000 sent/sec).

*Jeff Johnson, Matthijs Douze, Hervé Jégou,
Billion-scale similarity search with GPUs,
arXiv, 2019
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Mining from Comparable Corpora

Follow the same methodology as
monolingual mining, but instead do it

' P
P RERCRIaDI D

1, S PRESS INFORMATION BURE: G

HIG 6P

30t April 2023 =

e

Benefits: FOUNDATION

at document-level

1. Reduce search space.

2. Improved alignment quality. o &

3. High quality data with minimal
computational costs.

13 6 4.35M

Languag  Domain  Sentence
es S pairs
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Expert Annotation

Boost model quality with high-quality expert annotations!

* High Quality translations can boost translation
quality on fine-tuning

* Only source for very low-resource languages

* Finetuning on small, high-quality corporais
sufficient to make LLMs translation-proficient

OShoonya Organization Projects Datasets Analytics Admin P@ @ o Ishvinder
Source Selection Quality Checks
Domain Coverage Maker-Checker Review
Length Distribution Auto Plagiarism Check
Permissible License Linguistic Fairness Notes - @
A Auto-save enabled for this scenario,
0] Draft Next
£#2054854 Ishvinder Sethi =z222865 A ha] x = Skip m
Source Verification Source Translation Source sentence Assamese translation Machine translation
. The Nilamata Purana is believed to have been WWQNWW
Sentence Validit Translate to IN22 - TRt <=1 2 2 e A
© Qua“ty Veriﬁcatign MT Assistance commissioned by Durlabhavardhana. 5 WWWW“ WWWWWI
i Toxicity Filters Glossary Support 4

Meta Data Active Discussion

* Need processes in place to ensure high quality
* Provide tools to make translators productive

Context

The Nilamata Purana is believed to have been commissioned by Durlabhavardhana. [6][11] The Vishnudharmottara Purana, was crafted around
the same times. [8][11] A famed patron of arts, Lalitaditya invited scholars from abroad to his court and promoted study of religions. [2]

Task #2054854



Mining between Indic Languages

Mine Indic-Indic parallel corpora from English to Indic corpora

aXdrall

™ ot O N av.L,

Open the
door Q'Ae
English-centric

Complete

83.7 million sentence pairs for 55 language pairs (for IndicTrans v1)

Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation.WMT.
Annette Rios, Mathias Mdller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT



Building Direct Indic-Indic Models

Good SHITE0I6V
Morning! | 6U600TSHSLD!
Indic-En [ N [
p _ | . Pivoting [ )
Tl gUTFha |
Encoder . Decoder J x . -
A Jm":la 18 W - 4
( h [ Encoder % Decoder J x
AH TATT ! v 18 18
=] N [ i
) ’ N - En-Indic
' { Good J ,
Morning! | .~
____________ | *_ Initialize with pretrained components
| | indicates fine-tuning with
| N & & | BPCC-seed pivoted +
i i n-way synthetic data
| [ Encoder ]—{ Decoder } | (100K per direction)
i X x i
| 18 18 i

Indic-Indic model
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Building SOTA NMT Models for Indian languages.

4 A N

_—
i

2

~——-

I =
a8 -
' o—

High Quality Data -BPCC

/

Robust, manually created IndicTrans2
\\ / \\ Benchmarks. / \\
232 M 800 K IN22-Gen IN22-Conv SOTA #1
Mined Seed 1st Ir'mdia-ceptric 1st Con\{ersation SOTA open- First model that
sentences sentences multi-domain Translation source models supports all 22
benchmark benchmark for Indic scheduled Indian
languages. languages.

Takeaway: It is possible to build state-of-the art MT models by mining at scale from the web coupled

with a modest amount of high quality translation data


https://github.com/AI4Bharat/IndicTrans2

Beyond Sentence-level translation

Document-level translation can help use context, preserve structure
Modern LLMs have large context windows to learn document/large-context translation

Extracting Parallel Documents using simple document alignment techniques like matching
document ids and URLs = can yield a lot of data

301 eng -
urd BELTS 200K

LI} 204K | 179K
[STY 149K | 120K | 116K
mar PO m 112k

109K | 102K
pan FUIT: 101K

25

20
150K

15 1

10+

Average Sentences per Document

E]
e so0x

Q
&

hin

67K

50K

T
E]

Languages

1.5 million English-centric pairs from Press Information Bureau and Mann ki Baat

Suryanarayanan, Sanjay, et al. "Pralekha: An Indic Document Alignment Evaluation Benchmark." arXiv preprint arXiv:2411.19096 (2024).



Mining Parallel Documents

Follow a similar approach to sentence-level nearest neighbour mining
=>» use document embeddings instead

Document Embeddings
=» Pooling of sentence embeddings

Document Alignment Co-efficient
=>» Aligning at various granularities

DAC aligned data provides better precision in parallel document mining

Resulting Document-level Translation Models are better

Suryanarayanan, Sanjay, et al. "Pralekha: An Indic Document Alignment Evaluation Benchmark." arXiv preprint arXiv:2411.19096 (2024).

Document
A AN TN
# B N e

ooy wobe ooog [i8
o I P e

3 5 5
===

Fine-Grained Chunks of Chunks of Chunks of

S 28§ 45s 8§

Document Segmentation by Granularity Levels /

Embedding Model ]

-~

Granular-based
= =% Document-based

e e e e e e e |

e e e e e e e e e e

\

/61 G2 G4 G=8Y\ /651 62 G4 6=8Y\
| | |
| = |
\ i | '\ Pooled |
\\ Granular Embeddings r Y \___ Document Embedding /A
________________ i
v
[ Max-Margin Alignment Algorithm ]
Aligned Granular Pairs :
1
[ Document Alignment Coefficient ] :
|
]
S
o looal
ooo
00,

Similarity Matrix of Aligned Document Pairs /

Greedy Bipartite Matching

Parallel Document Pairs
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Let’s look at data mining for other NLP tasks



What is transliteration?

Transliteration

“conversion of text from one script to another such that (i)
it is phonetically equivalent to the source name and (ii) it
matches the user intuition on its equivalence wrt the
source text”

Ethanur

U af)OOMY(d

o

(ettanUra) (.ettanUr)

Usefulfor

Romanized input
Romanized search, translation, etc



From Parallel Translation Corpora  (sajjadetal,2012; burranietal, 2014)

A boy is sitting in the kitchen Ueh ISR IS HJaTg
Word alignment probability
A boy is Slttlng on around table (eh eloson| Ueh ?ﬂﬂ'ﬂﬁwa_o"r?{ is a linear interpolation of a
. . transliteration model
Rafale aircrafts arrived in Ambala T%hol AT 37dTelr CIEff . . (p1)
5 and non-transliteration
Rafale is manufactured in France IThol BT & AfAT gar g model (p;) .

p(e =0 =D pile,f)+Apy(ef)

- o e o mm mm mm mm mm Em Em mm mm e e mm e e e e e

Learn Word Also decide Filter bad

candidates

Alignments translation/transliteration

o T Em = = = = = e
—— o — - —— o ——

Moses TranS/Iteratlon MOdUIe Madhani, Yash, et al. "Aksharantar: Open Indic-language transliteration
\ ! datasets and models for the next billion users." EMNLP (2023).

N e e o o o e o o e o e e e e e e M e e M M M M e Mmm e M M e Mm e e Em mm m—

Score thresholding, soundex matches and morphological variant elimination



From Monolingual Corpora

Reranking:
S(ei,xj) =ed (ei,XE(xj)) + ed (xj,EX(el-))
+ed (ph(el-), ph (XE(x]))) + ed(ph(xj), ph(EX(e;)))

From Al4Bharat-IndicNLP Corpus
(Kunchukuttan et al., 2020)

Train an initial transliteration model

Score transliteration candidates lehe-tioea s
(x; € X) Where
Select best candidates ed(x,y) = edit distance between x and y
ph(x) = phonetic hash of x

Index using
Posting-Lists

Query index using
transliteration —>
i.e., EX(e;)

ENU-Indic
Transliterator

ENU-Vocab

Reranking
& Thresholding Catalogue-
Candidates g Matched pair

(e; € &) (EX:E - X)




Collection from Expert Judges

 Karya: Crowdsourced platform

* 68 annotators from across the country
* Quality Control

* Automatic Validation Checker

Useful to capture native words, rare words
and words in low-resource languages

~~ Karya

ml->en

@) le-@loamom

@6

roooeekarikkunnathinte

This transliteration doesn't seem right. Please check
it and press add again if you think its correct

(a) Maker interface

- Karya

en-=hi

somerville o

(b) Checker interface

Figure 1: Annotation Ul in the Karya app.




Naamapadam Dataset for NER models

/ Samanantar Parallel Corpus \

English Indic Language
India is the largest country in South Asia. 20903 T33,£0 N3 93 WRTI,
3¢3.
Mithali Raj was the captain of Indian mwmeﬁ
women's cricket. Tl Tal |

\ / [ IndicNER Model ]
@ ﬁ Fine-Tune

[ IndicBERT ]

@ Infer Entity / ﬁ \

[ Bert-Base English NER ]

Labels
Project naamapadam Dataset
[India], o¢ is the largest country in [South Asia], ¢ Entities
> [23083]; 0 [3TED DT ], 00 €93 TR,
3¢3.
29003 38 £0 NWO5TI €98 WIRTI, \_ %

3€3.

Mhaske, Arnav, et al. "Naamapadam: A large-scale named entity annotated data for Indic languages." arXiv preprint arXiv:2212.10168 (2022).



BIOGRAPHY GENERATION

Creativity is the limit for mining data

. . Murmu in June 2022
Of dlffefent klnC/S.’ ; President-elect of India Murmu assumed
A i ffi .
P || office on 25th July

Prime Minister Narendra Modi a nd Succeed ed Ram

Vice President Venkaiah Naidu . |

Succeeding  Ram Nath Kovind N ath KOVI nd 7

HEADLINE GENERATION

P pep——— PARAPHRASE GENERATION The University of Delhi is a
m::“r‘:‘ulglg;':: l;rx‘npund mw%«%ﬁﬁ%"éﬁ . . prestigious institution fOf'
T e Dispel the virus darkness higher education in India.

Covid19, said Prime . crore Indians to even 1 h I' hto PM t I

., brgrasaltal » with light: 0 people .

Mk thuongh a viiee © WoLPD s Mk it e g peop Sooll faeafacareT, IRd & 3=

message to the nation - his video address. “On ~ . — . . . .

o B e L Rret & fore vk wfaftsd aear= ¥ | 1 Delhi University is one of
51 , toj - e ¥ . List ~

e the famous universities of

the country.

SENTENCE SUMMARIZATION

QUESTION GENERATION
India 's financial markets
are closed on Monday for a
public holiday.

India markets closed for
» holiday

A
SQUAD =3 J_’H| SQuUAD

INDICTRANS

Kumar, Aman, et al. "IndicNLG benchmark: Multilingual datasets for diverse NLG tasks in Indic languages." EMNLP (2022).



LLMs for Data generation

LLMs have become commonplace for data generation!

[Please generate a negative movie review. ] Lﬂwl;g’:ldﬂfu x [ A

Suppose you are a movie reviewer. Please generate a movie review to

show your <disappointment> about the movie <Black Panther: Wakanda
Forever> with detailed explanation, following requirements below:

/ 1. Should be in length <between 30 and 80 words>;

2. The writing style of the review should be <intense>;
List some Here are some words that reflect 3. Suppose the time you write this review is <immediately after

words that negative sentiment: . watching the movie>.

reflect 1.Angry - Feeling or showing strong Here are some examples about other movie reviews:
negative annoyance, displeasure, or hostility. <movie review 1>

sentiment. 2.5ad .. <movie review 2>
3.Disappointed .. <movie review 3>

HiGH-Quality I . "Black Panther: Wakanda Forever" plunges into a chasm of cinematic
v | [Label] | F | [Text] e

disappointment. Its glaring lack of coherence, stitched together with feeble
narrative threads, is a disservice to its predecessor's legacy. ...

Sample
Assemble

Human creation of data can be laborious, expensive, requires large-scale co-ordination

LLMs can generate training data in an expensive, scalable and controlled way

LLMs might not be capable of generating high quality data for non-English languages!

Long, Lin, et al. "On LLMs-driven synthetic data generation, curation, and evaluation: A survey." arXiv preprint arXiv:2406.15126 (2024).



Machine Translation as an enabler to scaling

Indiclnstruct

IndicAlign

Translate

English Training >
Datasets

Wide variety of datasets available in English like TuLu3, UltraChat, UltraFeedback

Prompt Response Original /
source source Translated

g

Component  Examples

Indic ShareLlama 21.1k

Going forward translating with high quality multilingual LLMs like GPT4o0 or

Dolly - T 15.0k T .
Gemini can help preserve structure, perform document translation

OpenAssistant-T 199k

o Lo B &
ARG

WikiHow 26.4 k



Creativity is
the limit

Use multiple English LLMs along with Wikipedia context

to simulate conversations on topics of interest

Q: Who was the first
ruler of Delhi Sultanate?

Init User LLM

Intent

Understanding the
history of Delhi.

Intent LLM

(IndicLLMSuite)

- =}

Assistant LLM

..............-...............

Next User LLM

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: When was :
Qutubuddin Aibak born

Generating Culturally Relevant IFT Data

Translate the conversations from English

/ Wiki-Chat

Can you tell me more about the Lotus Temple? What is it
@R known for and what makes it unique?

The Lotus Temple is a Bahi'i House of Worship located in
South Delhi, India. It is known for its distinctive lotus-like
architecture, which is made up of 27 marble petals arranged
in clusters. The temple has received a wide range of attention
in various venues for its exceptional beauty and architectural
design. It can accommodate up 1o 2,500 people and is open
to people of all religions, who come to pray, meditate, or
contemplate. The temple's unique design and serene
atmosphere make it a popular destination for tourists and
locals alike. It is surrounded by nine pools of water and
gardens, adding to its peaceful and picturesque setting. The
Lotus Temple is one of the most visited buildings in the 20

world, attracting millions of visitors every year. @

Could you compare and contrast the historical significance
@  indarchitectural siyles ofthe Jama Masjid and Lotus
- Temple?

Sure, T'd be happy to help with that.

The Jama Masjid. also known as Masjid-i-Jahan Numa, is
a significant historical mosque in Old Delhi, Tndia. Tt was
commissioned by the Mughal Emperor Shah Jahan in 1650
and completed in 1656. This mosque is one of the largest
and best-known in Tndia, capable of accommodating
around 25,000 people. Tts architectural style is typically
Mughal, featuring red sandstone and white marble, with
two minarets and three gates on each side.

The Lotus Temple, located in South Delhi, is a Baha’i
House of Worship. Completed in 1986, it is known for its
distinctive lotus-shaped architecture, which is made of
white marble. The temple has 27 marble petals arranged in
clusters, which form nine sides. The architectural style is
modern and unique, representing the Baha'i faith's
principle of the unity of all religions.

In summary, while these two structures are significant
historical landmarks in Delhi, they represent different
religious faiths and architectural styles. The Jama Masjid is
a classic example of Mughal architecture, the Lotus

Temple is a modern representation of the Baha'j faith's . 2
unity of religions.
(a) English

SR TOHS HBOD B0 BT 3O
g.os 504 50000 009D Bas
VA

SR BoHS BT grosBIoS “im adS*
BS) 230N BTGP 30, A TR DOE DS
E000-50¢3 AT ETVS (VD ToHOD, IO
DArOS’ @S IGS 27 FO0S DS
SErPoBOIVA0E. & SO0 VTGRS
@00 DB ATgEd EFHEIS 50 DG
FOES DI S FoBOA. Ad HOROM
2,500 D08 S5EHeB0 S5O EE) N0 SHOAN
(@3 BAHERE, Gr5s0 BOHERS S
SR0BERE HT) @) Heve (HBOH
0ZTENS GOLNOE. e30HO TN,
DHBIEDS ABS SHOAN ABIODS T eSS0
AR DOSEFF SHOAE FRFOH 2.8 (DG
B050M 570, )08. TR tNEP” SARE (%6
Fereen HOaR Seren esar) o, 'R
(DZCOSD sHOAN OGBS €9sDOES
BB05G0. SOR LoD HHOR0
e5BI0MT SO0 BSTOS’ 2,863, (HS
008565350 OCHS HOA HOLEIFered
50 NoB.

Q08 278 SHRED SOOI SLD oS Ty
° OIS (TS DA NDT™26d FEND
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2755 SHREDD SIVE-R-237S (ST e Sres
e, 2O ZrESTI0 ared BOS ey 28
SODIS TS DV, BE 165065 FoognS
BESB FTrAH’S B rS0E)0HDA0E HOAED
16566 S Ea008. &1 s TTTay 25.000
08 5963 O30T rwEs50 )

ZrESTFOS R @3 SHOA (HVQ TOAS
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7ew Goerow.

5860 BOS &35) SD TS, oM B0°SS
119270, 198665 S EAN0B, RO BOD FOTAS
SO DOHDAS DOF LIS %60 35755y
DO"EDE 1DV ToBOA. 00506 A
BHEr GOB 27 Y0 S Boen Heyenn

908 )G GR) . N0 3O BCOEHSA
SOOI DRI, ) sesred DEged CBNEY
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(b) Telugu

&
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Generating Data for Toxicity Alighment

Content Target Prompt

Type Group Style
| 7 -

1
1 Content Type Fraudulent activities, Harassment on Accent, Vaccine Misinformation,
1 P Kidnapping, Harassment on Appearance, Ethnic Insults, Suicidal Ideation
1 Tarset Grou Children with Disabilities, Bengalis, Gujaratis, South Indians, Adolescents,
1 g p Heterosexuals, Adults (30-49yrs), Sardarjis
Direct, Indirect, Misleading, Long Con, Fooling, Provocative, Role-Play.
1 Prompt Style D > . ’ ’ ’ ’
Exploitative, Manipulative
1
1 / Table 10: Examples for each axis in the Toxic Matrix taxonomy
1 /
/-
h b s

-

Translate the generated examples from English

Mistral-7B Llama2-70B-Chat
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Generating QA Pairs from Wikipedia

Directly generated in the native language -

no translationese

14 m QA pairs for 19 languages

s ™\

f‘lfr. "\
Set of
paragraphs |

—y

Useful for training
QA models
Neural Retrieval models

Hifds-19 & wieor uRad—siier g1d &, i geb
AeTurt & depe i S 9eb 8t Tand 81
QY EI07 § q@R, @iEl, Y, ik o 5
HfEATE, 27 778 et Jeha (R w@Ts @
Iha) M &1 Teh & TehH 0T dlet @R H
STAT-3TTTT <1871 §1 Tehd g, SR B+Tch I&T0T
Uy o T 96l Hehd ¢ IE1G0T h fell, Udh
iR @l IS SER, Wik 3 e gl Jehd !
&, STaich GE] cAiaed o SIHRT i [FATT 8
& ER §l Gahdl & 3R Udh 9@l

TG TiF o & hid-TS ol Gehd! &1 Beth I8,
forT qRare, Fave ofiz et &t e

(S5l Heieht), T@Te o1 JoheT AR Tie @
e g1 difde-19 & fasiear &

1 95% ch 9T &1 &

»Question™: "ahifds-19 oh GHT=g <I&ion J oar e g2",
“Answer’: "J@R, Wi, JAH, G - F HiS1S, SR 714 & JHaH SR

Sg-warel”

' “Reasoning™: "@hifds-19 o wamr uRad— §, AfchT amr=r weor §

@R, GRIHl, JaH, 914 o 7 Bie-Tg, 3R 78 & JhdH 3R Ig-W@%
A §1 a8 SR &ifds-19 & &t & iR & faar & adrdt 81"

»Question™: "ehifdS-19 TehAUT dTel 11 & ALTUT ch fafderar a=m”

g g 22",
»Answer”: "3TcTT-2TT @&TUT 3R T & WY Saoi- diel A&,
»Reasoning™: "Uth ol UhAUT aTct il 3 STeliT-2TelTT 18701 §f Tahd g, 3R
Ich <I&1UT THY ch G1Y ddel Gebd ¢ | U8 ST-dRY dhifds-19 & eieuif &t
fofaerar ot gt 81"

“wiki_id”: 712387677,
"Title”: "@hifas-19 & A"

»Question”: "ehiafs-10 7 7y dY T ol ardfigar san 2",
“Answer’™: "95%]",
“Reasoning”: "faHT ‘-13 AT, FTch 3R el <h @il # (TCT [AhR, W18 &l

T ehd T i I ehifds-19 fafredr & |rer 95% g | Ig S shifds-19

H 77ey <ht g1 < faflrear el zrfdt g1

Prasanijith, Pasunuti, Prathmesh B. More, Anoop Kunchukuttan, and Raj Dabre. "IndicRAGSuite:
Large-Scale Datasets and a Benchmark for Indian Language RAG Systems." arXiv preprint
arXiv:2506.01615 (2025).

Reasoning model training



So far we have looked at text data only,
let’s look at quick look at creating multimodal data



Speech Translation

A
(G$5)

“Hello” ()
| L. ||III|IL!J|||'I||'_’ RY)X

4 2 \ ‘)))%ﬁ,,

We need speech segments along with their translations into other languages

Educational sources like Spoken Tutorial, UGC, NPTEL
Some sources of such data exist

Where text transcripts and audio exists gheeches/Podcasts like TED, VaaniPedia, Mann ki Baat



Mining Sentence-level Speech Translation data
from Speech data with audio transcripts

Reduce speech-text mining to < |
ini J NS
Text-text parallel data mining N -
..| ||||| ......

.-| ll"ll .....
Align speech-text segments to Audio = e |
identify speech/text pairs NVIDIA

NeMo Forced Aligner
l = ..| ||||| ...... i_- -
Transcription : _
Aligned Aligned

] ) ) — Chunked Audio-Text Pair  Text-to-Text Mining Textto-Text Audio-to-Text
Mine text translation pairs ST-ALIGNER PIPELINE e o

Sparsh Jain, et al. "BhasaAnuvaad: A Speech Translation Dataset for 13 Indian Languages." ACL (2025).



Synthesizing Speech Translation Data using MT and TTS

Why? v
l(_ N )
* Available ST data is from limited @ | |||||.. ..... «'I"ll"" """ "
. o .J
domains 2,0 S = Indic(A)-En T
* Can generate more diverse data S / Trensetion
using speech and text datasets == , (
Colloguial NOY ..;..l ||||.......
Transcription LLaMA405B Translation \
Indic-Parler TTS
S
il | t—T En(A)-Indic
WEB DATA SYNTHETIC

This approach can be generalized to other speech tasks

Sparsh Jain, et al. "BhasaAnuvaad: A Speech Translation Dataset for 13 Indian Languages." ACL (2025).



Collecting ASR data at scale

IndicVoices Project

Tahir Javed,, et al.. "Indicvoices: Towards building an inclusive multilingual speech dataset for indian languages." ACL (2024).



Defining the wishlist

- District wise
s 20 ad ¥ B .
’ﬁ*\ M Location diversity collection

Rural, Urban

Diverse backgrounds

Blue collar, White collar,
Unemployed, Students

& 3

Style diversity

All age groups
18-30, 30-45, 45-60, 60+

1<

- Ensuring inclusivity

Genders -
Read, Extempore, : . .
Male, Female, Others Conversation - E nsurin g d IVErSI ty
oV I1E:
. b 2 Ill
[ 5L A =
Downstream usage ‘

Domain diversity Online shopping, digital payments,

21 Domains, 28 Topics of interest Govt. services, ride hailing

Multiple channels |
8KHz, 44.1KHz
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Four Key Stages

)

A3 AN

S (R fa\_/& \o <M0ﬂitﬂl'ﬂd by WOTﬂithfS> u Comprehensive transcription
9000 sentences w, \EP ' = a- &g [ guidelines
Intent and entity rich instructions Ne two;o local i fia fa W ] G _
for digital transactions ) By participants o _, Yerify |~/ ] Automatic segmentation
rocery shopping govt.services, b partners, mobilizers e identity/metadata — ——————
£ shopping govt.servi —_ } o e PP e iy will] el i e
home assistant, digital payments E. L and coordinators T KU _}Hﬂm*h"" HH riof A
8 T ‘$&:
Customer interactions E i“ﬂl ‘*‘*‘ e e T
ride hailing, food ordering Verify diversity — = . —
_ % 3 YA |V 0
Questions for extempore responses = 93
Icebreakers, 21 domains, =) iﬁl h m
21 topics of interest N
Roleplay conversation scenarios Karya: Android I . - [ -
;T Inhouse QC team  Verify audios | J o EmmEn + R
general, state, district based platfon?l for g Aj L ¢ . st cpbtors
data collection EOP [.odback — —
Pre-Data Collection On-field Data Collection Quality Control Transcription
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Three Key Contributions!

Data Model Starter kit

aas || INdicASR

Dmmbfﬁmgds - First to support ASR for all 22
& i constitutionally recognized
Styl diversity .
o il '\.‘,‘,.,, ,«M@f Rt languages of India
fa e ::3;} co. Sl
omindventy] TR g o s - Offer lower (Word Error
Multiple channels .

s .k Rate) WER than commercial Dat llecti tarter kit:
IndicVoices and open source models ata cofiection S arter kit:
(Goal: 17000 hours) - Collection blueprint

7348 hours (unlabelled) | | | - Text resources (read commands,

extempore prompts,
conversational scenarios)
Platforms (Kathbath, Shoonya)

1639 hours (transcribed)

22 Languages
16237 Speakers




Summary

* Large scale datasets are critical to performance of NLP systems

* Need to harness publicly available datasets and make them
available in the public domain

* Innovative ways to mining datasets will help drive progress for
many NLP tasks

* Leveraging LLMs to create data for diverse scenarios and tasks
* We need to engage the community for the long tail of languages

* High quality seed data and testsets need to be created with
human inputs



Thanks

anoop.kunchukuttan@agmail.com

http://huggingface.co/Al4Bharat

http://anoopkunchukuttan.qgithub.io

Acknowledgments: All my collaborators, colleagues and students at Al4Bharat and Microsoft
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Pre-Data Collection

Sentences for read speech

9000 sentences

Intent and entity rich instructions
for digital transactions

grocery shopping govt.services,
home assistant, digital payments

Customer interactions

ride hailing, food ordering

sogen3ue| ueipuj zz

Questions for extempore responses |
Icebreakers, 20+ domains,
20+ topics of interest

Roleplay conversation scenarios |
general, state, district

) Instantiation .
Intents ~——"\ Instructions | K "\ Templates @ AN\ Instructions ~ N>>K

ransfer Rs. 100 to selected contacts at 9 A . I Hugar § Bnwgd® Hat [HDFC Bank] @ gt :
g schedule_transfer tomorrow using Paytm g IR mﬁ!fgéﬁ <PYAP> ® g'df &% 9 2R, <AMNT> gu@ ¥ 9, 400 JUB giRed 93 fef :
=5 .
S | BT e o] 45K
= e e aasgon - vaccination centeraround | ||| o ki 02y (1 oo o5y BRINGODES [ | (Bifitics] | S 5 050 0502 (5 s 8 o NN | | +
@ repeat_order Repeat my last order except Chings Instant QTAIfEF <PRODUCTWB> aiesdT, High Siaes 3iiét fidfie &1, PYAR; %] 2% [Blue Tokai] HH! I [Coffee .
a@ oodles S oasters] T, ATgh Sraeeh iy e 7. . Sentences

Standardised process to create templates and then instantiate a large number of
instructions by replacing entities in the templates

s Exclusive for Sanskrit

-0

C . é‘u """" Mean
reated
& 20+
By Experts 2. . Domains
S O A SRS I R I I S SRR IS O :
O R s e Y A A S R S S "0'5"& S SJOSE P T RIFEEFRT T :
..................................................................... & FETFIEES NG 5 % %Z‘i‘*\ “"0*&1‘ SRS oF °’t*° @::@%,e@
2500+
Extempore Questions
_____________________________________________________________________ 20+
Topics of
1000+ Interest
; LS E LTS SRS S S S @ :
: d‘b«‘bo°.0°’¢>‘°o°‘°c\o°ob\\ & :
. . : FF P FFTFFLSRS RN 2 & : :
Conversation scenarios L ST G S TS e S I Qov """""""""""""""""
: AN ¥ Na 0 X N
..................................................................... .é\‘b ,Q%
&
Nt &
A%

62



On-field Data Collection

( ‘—8 < II o e . e e i . s
o/ o’ \e Monitored by coordinators Data collection . : : . : P . Lo .
0 - workflow . Register — Login ~_; Fetc | ~ Recording :— Submit :
@ @ : : : : ; : : : : :
e & | | 00 | &, | | workilow T T . h e
Network of local
partners, mobilizers
L and COOI'dinatOI'S ) .................................. ......................... .................
- — T 300, 008y 20 - Sentences for Everyday Role
;;f!;i;a’;j;;;‘:; [Submitted: O tasks] [On Phone: 1 tasks] zsoszsé a)é‘%)ﬁqi) Read Speech Tasks Plays*
5;&:1@#390?393 2 YOS A T L
EEE}%Z;EZ%D E—Eaxrfgr{?a;)gc;rz]éiacli}?cada] a)é:)p O &o‘j@eo‘ . e .......... o S SR
"m' P B n BeBToI Digital fmanual Online grocery |
o . somth Fgyrivsy || ransactions i transactions
p 0 verified aéd @dd) épeasgg .‘ ...................................... ...............................
K ?R’nd ﬁ?d [Extempore][Kannada] KYP - Q0BT ‘36@)&3 000 Dlglt.al government Keyvv.ords .
. al(‘iyal. i+ 1‘0}:‘ Basic Be3,00€) esch 2390 7R3 . services Spotting
ascd platform for _ S3008." e s
L data collection ) M ?k”d = . Customer care Extempore 5
e 000 interactions .. Questions
[Extempore][Kannada] KYP - ...........................................................................
Local agencies support seeding of Games Ice breakers . Product reviews
participantS, Wh||e ensuring diversity 2 available 0 skipped ..............................................................................................................................................................
Read 00:01 Extempore 00:00 o =i : Questions about named entities :

Coordinators support with preliminary

verification, ensuring quality Kathbath's Home screen (left), micro-task Different tasks supported by

screen (right) Kathbath

* Done over Telephony channel
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Quality Control

Collected
Audios

2.0

- -3

11 JE 5
Verify D

identity/metadata

W,

e ulth 5%
' Verify diversity [/

‘9 criteria

achr

Inhouse QC team  Verify audios B

-~ 100
S - Median
2 50
8 Brm
J 25
TS T FFIFS Sy S S
1%  24% Book read Low volume
20%, 0 Incorrect text prompt Reading prompt
Stretching Unclear audio
1% 30% .
O/ Presence of echo Wrong gender
15% Persistent noise Off topic
1% Skipping words Persistent chatter
5% Intermittent noise Intermittent chatter
15% 5% Single speaker talking Wrong age group
19/ 4;5_% Bad extempore quality Factual inaccuracy
120 6% ? Objectionable content Mispronunciation
L/
70, ey 3% Repetitive content Long pauses
- 7o

%
1% 394 99, 3%

Wrong language

Rejection rate (top) and QC Error categories (botton)
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Transcription

o 00: 00 : 01 .022

S on Sl Tob o oy s oy
O e 03l Gliae b g0yl (g5 ley

ot st Hks S

e 00: 00 : 08 .221

o A (e o (oA (SN e ul

00:00:14 141

ot A (e o (oA (54 e ul

Shoonya'’s Transcription interface

Transcription on two levels:
_ Verbatim (L1)
- Normalized (L2)

Comprehensive transcription
cuidelines

Auto Segmentation
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