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What are Large Language Models?

Typically, transformer decoder models

They generate text by looking at only previously generated
text (auto-regressive)

Trained on a self-supervised task
* Next word prediction task
* Large amount of text data
* Large Models

In-context learning capability

Instruction Tell me the sentiment of this review

Example The movie begins ..... The plot is engaging, thoroughly enjoyable.
The movie is great
Oh, how can such a fine cast produce such a terrible performance..... A total waste of time.
The movie is pathetic

Prompt Itis just a rehash of old movies

The movie is <MASK>

Finetuning on (relatively) small supervised and preference data to align instructions and values
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What makes LLMs exciting?

Inherent knowledge

Multi-task abilities and task-
composition

Little task-specific training required

Help in writing , creativity,
brainstorming, data generation,
explanation, etc.

(SparksOfAGI) https://arxiv.org/abs/2303.12712

Q&A

Answer questions based on existing knowle.__.

Summarize for a 2nd grader

Transzlates difficult text into simpler concep

Text to command

Tranzlate text into programmatic commmands

MNatural language to Stripe API

Create code to call the Stripe API using nat...

Parse unstructured data

Create tables from long form text

Python to natural language

Explain a piece of Python code in human un...

Calculate Time Complexity

Find the time complexity of a function

Advanced tweet classifier

Advanced sentiment detection for a piece o...

«l-JolleRoloRaole

Grammar correction

Corrects sentences into standard English.

Matural language to OpenAl API

Create code to call to the OpenAT APT usin

English to other languages

Translates English text into French, Spanish

SQL translate

Translate natural language to SOL queries

Classification

Classify items into categories via example.

Movie to Emoji

Convert movie titles into emaoj

Translate programming languages

Translate from one programming language .

Explain code

Explain a complicated piece of code

https://www.youtube.com/watch?v=qblk7-JPB2c


https://www.youtube.com/watch?v=qbIk7-JPB2c
https://arxiv.org/abs/2303.12712

Maths

Prompt: Can you write a proof that there are infinitely

GPT-4:

Yes, I think I can,

Though it might take a clever plan.

1’11 start by noting Euclid’s proof,
Which shows that primes aren’t just aloof.
Assume we have a finite list,

0f primes, and that none have been missed.
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!

But every number has a prime,

That divides it, it’s just a matter of time.

many primes, with every line that rhymes?

GPT-4:

following picture.]

So we’ve found a contradiction,

Prompt: Draw a unicorn in TiKZ.

labeled with ”time’

[Produces  IATEX

Drawing

compiling to

pie chart in **continuous time

K%

Prompt: Can you generate a pyplot for the following data: = = [1,3
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but 3 is in another plot next to that plot, ¥4 is in
y3 to be "bilbo”, y4 to be "allie”. I want the z-axis to be
and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make
it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the
Interpolate the missing fractions! I also want vertical line animation in other three
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible.

below. I want the legend of y1 to be "bob”, y2 to be "alice”,

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

GPT-4: [We give two snapshots from the animation resulting from the produced code]

Bilbo Bob and Alice

5,6,8],yl = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =

Plotting

Bilbo

A . S | [ | ] Bob and Alice

And our finite list needs eviction. — b

There must be infinitely many primes, z el

And that’s the end of my rhyming lines.s o

_______________________________________________________________________________ fs H
"

Prompt: Can you gencrate a pyplot for the following data: = = [1,3,5,6,8),y1 = [2,3,5,18,1],y2 = [3,5,6,8,1], 43 = s FoiE

[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but ¥3 is in another plot next to that plc is i o ) i

below. I want the legend of y1 to be "bob”, y2 to be "alice’ 5 S

labeled with ”time” and y axis to be labeled with "money”. 1 want to add a 10 %-40% random error bar to each curve, _ Alie_

through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not " : e

use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make =

it look more real. I want to put a baseline as the mean of each line. 1 want to put a pie chart below indicating the *

fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the g‘? '

pic chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three ‘

plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. :

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps: — T

Explanations

bibo

Fractions at time 3.26 Allie

siice

— bibo

Time. Time

% o

alle

Fractions at time 7.86

Time

GPT-4:

This is a conversation between a user and an
artificial intelligence agent that follows
instructions or answers questions. The AI
always follows the instructions correctly.
User: Can you compose a short tune (say four
to eight bars) using ABC notation?

AI: There are many possible ways to compose
a short tune in abc notation, but here is
one example:

X:1

T:Example Tune

M:4/4

L:1/8

K:C

:G2AB c2BA | G2AB c2c2
G2z2 :|

|:c2de f2ed | c2de f2f2 | g2fe d2cB | c4-
c2z2 :|

This tune has two four-bar phrases, each
repeated once, forming an A part and a B
part. The key is C major.

| edcB c2BA | G4-

GPT-4:

User: After the first bar G2AB c2BA, you
chose G to start the next bar.
example of a change to the notes in the
first bar that would have caused you to

pick D instead of G as the first note in the
second bar.

Give an

AT :0ne possible change to the notes in the

first bar that would have caused me to pick
D instead of G as the first note in the sec
ond bar is:

| :G2AB c2Bc | ...

This change creates a stronger cadence on
the C note at the end of the first bar,
which is the fifth degree of the scale. This
suggests a modulation to the dominant key of
G major, which has D as its fifth degree.
Therefore, starting the second bar with D
would create a smooth transition to the new
key and imply a harmonic progression of V-I.

Prompt:

char a; int b; char c; } x;
int b; char a; char c; } 'S

struct mystruct_A {
struct mystruct_B {

#include <stdio.h>

int main(void) {
printf("Size of x: %zu bytes\n", sizeof(x));
printf("Size of y: %zu bytes\n", sizeof(y));
return 0;

}

Possible Output:

GPT-4:

There are different ways to implement and align structures in memory,
so the exact output may vary depending on the compiler, platform, and
options used. However, ome possible output is:

Size of x: 12 bytes
Size of y: 8 bytes

This output assumes that the compiler uses 4-byte alignment for
structures, meaning that each structure member starts at an

offset that is a multiple of 4 bytes from the beginming of the
structure. This may result in some padding bytes being imserted
between or after the members to maintain aligmment. For example,

in x, there may be 3 padding bytes after a and 3 padding bytes after c,
while in y, there may be no padding at all. The size of a structure is
the sum of the sizes of its members plus any padding bytes.

Understanding
Programs

(SparksOfAGl)



Explosion of LLMs ... but mostly limited to English
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Benefits of LLMs are mostly limited to English

ChatGPT(en) ChatGPT NLLB
Language Cat. ChatGPT Language  Cat- —pyr— 51 Lang. BLEU cheF | BLEU  chrF
(en) (spc) English  H 560 749 ave.  ave. sp_Cyl | 136 326 | 434 597
English H 702 702 Rusin  H 302491 #langs. chrF _BLEU tem | 2% 130| 267 00
: German  H 459 658 ChatGPT (Oshot) 203 323 167 ol | 001 295 | 143 375
RUSSIHH H 60.8 45.4 Chmese H 37.1 423 ChalGPT (S-ShUl) 203 33 1 17 3 nso_Latn 369 16 7 26.5 50-8
German H 645 51.1 Spanish — H 418 658 GPT-4 20 446 246 - : ' —
. ' ) Vietnamese H 36.1 57.3 NLLB 201 453 271 jpn_Jpan 284 329 20.1 279
Chinese H 582 355 Turkish M 345 564 : : nno_Latn 371 587 | 334 536
French H 648 422 Arabic M 320 503 Google 115 52.2 34.6 Zﬁo_ganf ;23 ;ig %gg ﬁg
. Greek 297 450 zho_fan : . - :
Spanish H 658 474 Thai Moz i Performance on translation acm_Arab | 282 447 | 118319
Vietnamese H  55.4 448 Hindi M 175 378 averaged across languages
: Average 356 535 .
Turkish M 57.1 37.1 Performance on translation
Arabic M 553 223 Results on QnA High vs low resource
Greek M 559 545
Thai M 447 11.5
Bulgarian M 59.7 446 « Significant gap between English and other languages on multiple tasks
Hindi M 488 5.6
Urdu L 437 623  High-resource and Latin script languages can give good performance on GPT
Swahili X 503 408 * Poor performance on low-resource languages
Results on XNLI * Translate-testis a strong baseline

* Open-source models lag behind GPT models = they are very English heavy

(BUFFET, MEGA, ChatGptMT,ChatGptMLing)



Why do LLMs lag behind for other languages?

e Lack of

Pre-training data

* Token representation

Instruction tuning data

Human preference data

* Inability to transfer from English

 Limitations of Translate-Test

Wikipedia Size (in million articles) (Xfactr)
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Fertility = number of tokens per word
High fertility = low-efficiency, suboptimal
representations

Tamil

(BUFFET, MEGA, ChatGptMT)




Do English LLMs have some inherent
multilingual capabilities?

Yes, to some extent...

Why? - during training they might have been exposed to some non-English data
* Documents with multiple languages
* Incorrect LID

How good are the multilingual capabilities?

* Might be ok at language understanding e.g. classification, sentiment analysis
* Bad at generation
* Better on Latin script languages

* Languages with better pre-training representation perform better



How do English LLM achieve multilingual capabilities?
* Do LLMs think in English?

* Do LLM use English as a pivot Output
for decision making? 31
29
27
Bottom layers: Feature learning o5 : _flowe...
23 g " _flowe...
Middle layers: Concept mapping to language tokens o1 : —
(with English bias) i : Crowal
17 <0xE5>
Top layers: Language generation in target language 15 . ) " w
13 i __bore

There are language-specific neurons

abei

_hel

arias

’
9
The central question in building multilingual 7
LLM is to bring representations of English and 5 arias
other languages closer to achieve good 3 —Bedeut arda
1

cross-lingual transfer

(LmaLatent,PNLD,LSP)



a BigScience initiative

Open-source Multilingual LLM Efforts

‘ e

Trained from scratch: BLOOM, mGPT, PolyLM, EAGLE, mT0, XGLM

* English representation is lesser compared to models like Llama, Gemma,
Mistral = limited English capabilities

* Cannot expect good non-English capabilities either

* Large-scale compute needed for training Focusofthis
survey

Extending English LLMs: ChineselLLama, OpenHathi, SeaLLM, ALMA, RomanSetu
* Strong English capabilities of base LLMs
* Less compute-requirements



Extending English LLMs to Non-English
Languages

. Vocabulary Continued Pre-

. Human Preference Instruction-
Multilingual LLM  — Alignment {——




Large-scale, Document-level Datasets
High Quality Documents

What properties do we Wide coverage of topics
want to see in
multilingual corpora?

Representation of culture-specific data, native literature

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English




\/ Large-scale, Document-level Datasets
? :
? . .

High Quality Documents
Multilingual corpora like
mC4, CC-100, CulturaX

are good starting points X Representation of culture-specific data, native literature

X Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

Build custom language (group) specific collections to address gaps




OCR to unlock
diverse regional

Data from and cultural
different contentin PDFs

modalities —
audio/OCR

&

Web

SANGRAHA
Creating high-quality pre-training

Filtering pipeline data at scale
to ensure high-

quality

Verified Unverified Synthetic

64.2B 243 B 163 B Translations and
Transliterations to

enable cross-
lingual transfer

(IndicLLMSuite)

High —quality
sources



Data Sources at a Glance

Sangraha

Verified

Tokens
(in billions)

Web
PDFs
Speech

48.5
14.6
1.2

Source Number of Instances

YouTube - Hindi 276K videos
Open Subtitles
NPTEL - Transcripts
Mann Ki Baat

Others 15K

14K movies
1.4K courses

1.4K podcasts

PDF Sources #PDFs #Pages
Internet Archive 437,225 74M
eGyanKosh 5.133 88K
Indian Parliament 30,964 2.7TM
AIR News 74,353 148K
Govt. Magazines 895 46K
School Books 4,315 359K
Miscellaneous 27,988 4.6M
Total 507,419 82M

Total 309K

Data Processing Pipeline

Setu Pipeline

-
uonjedidnpag @

Q
am
Q
= g
=
]
=]
']

uopyesedaad
juawnioqg

APACHE

Built on Spark



Vocabulary Expansion



Decomposes a
word into the

Vocabulary Basics

vocabulary

Vocabulary items
have embeddings

space 0.78/0.84| ... |0.27/0.08

tokeriizer

spacecraft | ) = spacecraft

craft 0.99/0.21| ... |0.55/0.35

<s> Gaganyaan is an Indian crewed orbital spacecraft intended to be the formative spacecraft of the Indian Human

Spaceflight Programme.

Vocabulary: Set of tokens (basic I/0 units)

LLM Vocabulary Properties
* Finite vocabulary size
* Subword units: basic units are smaller than words

* Open vocabulary: all words can be defined as concatenation of
subwords



What if vocabulary is under-represented?

<s> YT <OXEQ><OXA4><OX8F>P HoRdold doTdd ad d’)d?-::\:::—ﬁf-:ﬁq 3
g '1-[=‘2‘::=]Q_Cfsziiﬁ'q -1 d 3~

oD o] <OXE@><OXA4><OX89>G:; ::E?:::::-QT-::;::-
: -:::i:::-$z::i\:::-13[ T _6'-::::‘-‘-1:[-:::::::-T EF |

Fertility = Average number of tokens per word

Unknown characters UNK vocab item
(BPE-based vocab)

Fallback to known characters High Fertility
(BPE-based vocab)

Fallback to bytes Even Higher Fertility
(Byte BPE-based vocab)

More memory consumption

High fertility - More decoding time
Limit on longest processable sequence



Addressing Vocabulary issues

Status-quo (use suboptimal vocab) Extending Vocabulary

X « High fertility  Low Fertility
% * Increased sequence length * Reasonable sequence length
* Increased inference time * Decreased inference time
* Limit on max sequence length * Longer sequences possible
X e Inferior token representation % * Increased softmax
» Lesser pre-training required computation

X * More pre-training required

Some evidence seems to suggest that extending vocabulary needs a lot of pre-training to align
languages (0.5B tokens vs 30B tokens) (LmaByndEng)



How to extend tokenizer vocabulary?

Mon[())lingual ¥ Train Tokenizer —
ata
Existing Vocab Lmmmd Concat —— W Extended Vocab
| Initialize new
Base LLM Embeddings
LLM with
extended vocab




Initialization of New Embeddings

Simple
Sampling from Random (Normal) Distribution Changes existing vocab’s probability distribution
Large convergence time

" : Limited change in existing vocab’s distribution
Average of Existing Embeddings : :
Large convergence time [Avelnit]

Limited change in existing vocab’s distribution
Initializations like WESCHEL, OFA, FOCUS, ZSTT

CUEIEIEE SRR o DS Hre e WESCHEL uses similarities between vocab items

across languages to decide weights; this
iImproves convergence rates




Weighted Average Initialization

Target token embeddings as weighted average of source token embeddings
Token weights based on source-target token similarities based on external static pre-trained word embeddings

/ (Model Input Space) / based Transfer

(Model Input Space)

Source Language Target Language
‘.“-“"‘ Embeddings W'si-"“. aligﬁed -/ Embeddings W* ;“"‘.
Subword Embedding Subword Embedding
Computation : Computation
:" Embeddings U*® /' EmbeddingsU*
_ (Word Embedding Space) (Word Embedding Space)
.‘;“" Tokenizer T/ /' Tokenizer Tt ;“"‘
/ Embeddings E* _ Subword similarity- / Embeddings E‘“."_

Non-Embedding
weights

.“-“"‘lNon-Em bedding ‘-“"‘l

weights coP 4

Source Model

Figure 1: Summary of our| WECHSEL fethod. We
show inputs, intermediate resTs utputs.

S

t _ ZyEJm exp (S-T:?J/T) "€y
> e, €Xp (Suy /T)

301

204

Language Modelling Perplexity

[WESCHEL]

Model

—=— WECHSEL-RoBERTa

Score@()
NLI NER Avg

Score @25k
NLI NER Avg

Score@250k
NLI NER Avg

~#— Translnner-RoBERTa
—o— FullRand-RoBERTa

TransInner-RoBERTa
FullRand-RoBERTa

XLM-Rgase (Final)

0

50k 100k 150k 200k 250k

Continued Pre-training

Faster convergence vs. baselines for

LM perplexity
Downstream performance

WECHSEL-RoBERTa 78.25 86.93 82.59

81.63 90.26 85.95

82.43 90.88 86.65

60.86 69.57 65.21
55.71 70.79 63.25

7925 89.48  84.]

84.37

65.49 83.82 74.66
69.02 84.24 76.63

81.75 90.34 86.04
75.28 89.30 82.29

Results for small LMs =»embeddings contribute a large % of parameters

Will we see such convergence improvements for Large LMs?



Summary

e Can we do better than random initialization?

* Embeddings which initialize new tokens based on similarity with older embeddings
do better

* Faster convergence
* Slightly better downstream performance
* Results mostly for smaller LMs and encoder LMs

* Is vocabulary expansion better than relying to initial sub-optimal
vocab?

* Vocab expansion might require lot of pre-training for alignment

* Will vocabulary extension lead to lower performance on English?
* Ifinitialized embeddings are in convex hull, greedy decoding result does not change



Continual Pre-training



Base LLM

Continual 8 CPTLLM

Pre-training

Monolingual
Data

Causal Language Modeling Objective

T
p(X) — p(xla L2y ey ':UT) — Ht:l p(.’L‘tIX<t)
Train on document-level data
To avoid forgetting English competence and knowledge

Finetuning on long, coherent sequences * Include English in the pre-training data
helps model learn and correlate * Finetune-only small number of adapter parameters

different pieces of knowledge (ChineseLLama, OpenHathi)



Why do continual pre-training?

Language competence/fluency in target language

L(0) L(10k) L(100k) L(1M) Perplexity reduces with increase in

pre-training corpus size
Chinese 10.151 8.697  6.634  5.249 (LmaByndEng)

Improve alighnment b/w English and target language

Base LLM | After CPT Cosine similarities between
Guijarati 0.39 0.46 English and target languages
Hindi 0.40 0.44 increases with CPT

Marathi 0.44 0.48 (RomanSetu)

Provide required knowledge in target language for better understanding

* LMs better at using in-language knowledge vs. cross-lingual transfer (Xfactr, MLAMA)
* |Incorporate cultural-specific knowledge capture in native language corpora only



Most multilingual models can’t transfer knowledge in English to other languages

Knowledge Probing Task = Predict missing tokens which capture model’s knowledge

es sentence Bioomberg L.P. fue fundada en {mask) x1 ~ 5.

prediction #tokens confidence
) 2012 1 -1.90
fact (Bloomberg L.P., founded_in, New York) Nueva York 2 0.61
en prompt [X] was founded in [Y]. esoutpuls  pp yy 3 -1.82
Chicago, Estados Unidos 4 -3.58
2012 Bloomberg L.P 5 -3.06
Independent: M M-BERT B XLM-R M Language Specific .
18 Confidence-based: [1 M-BERT 0 XLM-R [J Language Specific EnglISh
<—high-resource low-resource—3 daccuracy for
12
knowledge
1A o eI ]LM]HJI ” !l " igharnan
0 I ] T m x H nx higher than
en fr nl es bn other languges

8
éiliJ uxlﬂﬂle‘lmxﬂﬂxﬂﬂxﬂﬁxﬂﬂxﬂxxﬂﬁx

hu he tr mr war tl SW pa mg yo ilo

Results on Knowledge Probing task shows that non-English languages don’t have enough data

(Xfactr)



Improving Cross-lingual Transfer in Pre-training

* Using Parallel/Translated Data
* Using Romanized Representation

Why?

* Help improve cross-lingual alignment

* Make knowledge available in English in the target languages
* Help translation task



Using Parallel/Translated Data

USing pa rallel data (Tower, Palm2, PolyLM, OpenHathi, MTDataPretrain)
* Train on document/paragraph pairs = very little availability
* Train on sentence pairs = modest availability depending on language pair

 MT Data modestly useful for NLU (results on encoder LMS) (PrimerPMLM)
* More investigation needed

Using Machine Translated data (ndicMonoDoc)

Usedo{f-the-shelf MT data to generate target language data at scale = needs a decent MT
mode

* Model training includes translated documents

* Some evidence to show that translated documents can achieve performance close to
pre-training with original documents

Need better to understand impact of translation quality



Romanized Representation romansew

* High-fertility/data loss for under-represented vocab
Challenges with non-Latin

script languages * Poor representation quality

* Vocab extension requires lot of pre-training (Lai etal. 2023)

<s> ToRAS MOMRIEBN Foldolol ToaTdgs Hod YoRd- ModRIEBLY ST U ATKOXEO><OXAL><OXAB>T (<OXEO><OXAL>
<OX87 >ﬂ?.;;;;;?[ ) $°[ 3-[;‘;';;;.an;\;;$.{;8[ E[-::::::-]T-[-::;:Q-:::?[ H@ | I[\ U\WIT\$\1SI'UT FT\ Q_S'\ _65 [<OXOA> (1 30 to kens)

<s> chaaron antariksh yaatree bengaluru mein bhaarateey antariksh anusandhaan sangathan (isaro) kee antariksh ya

atree suvidha mein prashikshan le rahe hain.<@x0A> (63 tokens)
Language N R Language E-N E-R
Pre-train on romanized corpora Gujarati 18.44 3.39 Gujarati 039 047
) ] Hindi 736 298 Hindi 0.40 0.50
* Natural transliteration Malayalam 12.85 5.04 Malayalam  0.40  0.46
Marathi 8.91 3.64 Marathi 0.44 0.48

* Fixed Romanization schemes Tamil 1211  4.89 Tamil 0.44 043

Romanized representations are
better aligned to English than
native script representations

Romanized fertility more
than 2x lower than native
script fertility



Instruction Tuning



CPTLLM

Instruction ) IFT LLM

Finetuning

IFT dataset
(instruction,
Input, output)

Supervised Modeling Objective

v |
Train on in-language IFT dataset ler(y.¥) Zyj log (1) Lspr = v ;ECE(}’@',MQ(X@))
Sources of IFT dataset

Quality and diversity of IFT dataset
To retain English task performance

* Include Englishin the IFT training



Instruction Tuning Tasks

Variety of tasks/objectives to improve non-English performance
* English Data IFT
* In-language IFT with Machine Translated Data
* Locally/Culturally relevant IFT data
* Parallel Data
* Monolingual Data
* Romanized IFT Data
* Cross-lingual Thought Data

Transforming IFT _
Datasets e Cross-lingual IFT Data

e Code-switched IFT Data

Let’s look at these tasks in detail



Using English IFT Dataset

* [nstruction tune the model on English instruction dataset
* Evaluate on non-English data =» Zero-shot cross-lingual evaluation
* [nstruction tuning on English important to retain English capabilities

Using Machine Translated IFT Dataset

* Translate English instruction tuning datasets into the language
* Fine-tune model on translated dataset

Task | BeleBeleQA | MKQA | XL-Sum |

Accuracy F1 Rouge-L Average performance across many
English IFT 45.58 36.48 8.42 languages; src: SDRRL
Language IFT 48.28 37.95 15.87

Instruction tuning on translated data outperforms English instruction-tuning



Creating Translated IFT Data

* Off-the-shelf NMT systems (airavat): higher quality, particularly for low-
resource

* GPT (okapi): can do translation taking the entire context of input/output

avg. avg.

#langs. chrF BLEU Model Human (General/Discourse)
ChatGPT (0-shot) 203 32.3 16.7 News Social Fiction Q&A  Ave.
ChatGPT (5-shot) 203 33.1 17.3 Google 1.9/2.0 12/13 2.1/24 15/1.5 1.7/1.8
GPT-4 0w 246 Pl 2 vl aie des 1o
encent . . . . . . . . . .
ELL? %(1); g;; %-’-71115 GPT-3.5 2.8/2.8 2527 28729 29729 2828
oogle . . GPT-4 3.3/3.4 2929 2628 3.1/3.2 3.0/3.1

Comparison of various translation engines Comparison of various translation engines
Sentence-level Document-level

(ChatGptMT) (ChatGptMT)



Creating Translated IFT Data (2)

* |Instruction, Input, Output (Okapi, Airavat, xLLama, SDRRL)

* Input, Output eLoomz)
* English instruction is a common usecase
* Models are good at English Instruction following

Quality Filtering
High quality examples are important for instruction tuning

* Use an MT evaluation metric like COMET-QE to identify bad translations
* Rule-based filters to avoid code examples, etc. that are difficult to translate



But we are just translating existing datasets — they might not be reflective
of topics relevant to the language users



Creativity is
the limit

Use multiple English LLMs along with Wikipedia context

to simulate conversations on topics of interest

Init User LLM

Intent

Understanding the
history of Delhi.

Intent LLM

(IndicLLMSuite)

Q: Who was the first
ruler of Delhi Sultanate?

o (co);

Assistant LLM

..............-..............’

Next User LLM

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: When was :
Qutubuddin Aibak born

Translate the conversations into English

/ Wiki-Chat

Can you tell me more about the Lotus Temple? What is it
@R known for and what makes it unique?

The Lotus Temple is a Bahi’i House of Worship located in
South Delhi, India. It is known for its distinctive lotus-like
architecture, which is made up of 27 marble petals arranged
in clusters. The temple has received a wide range of attention
in various venues for its exceptional beauty and architectural
design. It can accommodate up to 2,500 people and is open
to people of all religions, who come to pray, meditate, or
contemplate. The temple's unique design and serene
atmosphere make it a popular destination for tourists and
locals alike. It is surrounded by nine pools of water and
gardens, adding to its peaceful and picturesque setting. The
Lotus Temple is one of the most visited buildings in the
world, attracting millions of visitors every year.

Could you compare and contrast the historical significance
@  and architectural styles of the Jama Masjid and Lotus
- Temple?

Sure, T'd be happy to help with that.

The Jama Masjid. also known as Masjid-i-Jahan Numa, is
a significant historical mosque in Old Delhi, Tndia. Tt was
commissioned by the Mughal Emperor Shah Jahan in 1650
and completed in 1656. This mosque is one of the largest
and best-known in Tndia, capable of accommodating
around 25,000 people. Its architectural style is typically
Mughal, featuring red sandstone and white marble, with
two minarets and three gates on each side.

The Lotus Temple, located in South Delhi, is a Baha’i
House of Worship. Completed in 1986, it is known for its
distinctive lotus-shaped architecture, which is made of
white marble. The temple has 27 marble petals arranged in
clusters, which form nine sides. The architectural style is
modern and unique, representing the Baha'i faith's
principle of the unity of all religions.

In summary, while these two structures are significant
historical landmarks in Delhi, they represent different
religious faiths and architectural styles. The Jama Masjid is
a classic example of Mughal architecture, the Lotus
Temple is a modern representation of the Bahd’j faith's
unity of religions.
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(b) Telugu

Generating Culturally Relevant IFT Data

&




Using Parallel Data cl

A TOWERINSTRUCT-13B
ALMA-R 13B

84

Translation is a special task for multilingual IFT models

TOWER 7B O
¢ ALMA-R 7B Mixtral-8x7B-Instruct O
LLaMA-270B
82 © Gemma 7B
* Teaches the modelto translate
. . . O [ LLaMA-2 13B

* Aligns English and language representations better g0 | Mistral7B-Instruct-v0.2
* Improves performance on other downstream tasks

[ LLaMA-2 7B % NLLB 54B
* Parallel data and translated IFT data both help 78 l L

7 13 46 54 70

Model size (# billion parameters)

Results for translation task

Instruction Data XQUAD (exact match) MLQA (exact match) mLAMA (exact match) XLSum (Rouge-1) . . . .

Instruction-tuningbData Ar Hi Vi Zh
Alpaca-En 31.8 26.7 53 9.0

Alpaca-En 16.1 13.7 34.1 26.7
Alpaca-En+En-Zh 34.3 38.0 5.8 27.1

Alpaca-En+En-Zh 33.6 35.1 42.2 38.0
Alpaca-En+Alpaca-Zh 51.7 48.0 21.9 25.5

Alpaca-En+Alpaca-Zh 33.1 35.1 50.1 48.0
Alpaca-En+Alpaca-Zh+En-Zh 54.9 51.8 30.4 28.3

Alpaca-En+Alpaca-Zh+En-Zh 37.0 42.3 50.8 51.8

Results on Chinese for various Tasks Results for other languages on MLQA

(XLI_a ma, P LU G ’TOWE R,ALMA- R) X-llama paper discussions: https://openreview.net/forum?id=CaP3CByul p&noteld=reoX9bUPvQ


https://openreview.net/forum?id=CaP3CByuLp&noteId=reoX9bUPvQ

Using Monolingual Data

* “Translationese IFT Data” =» output language might not be fluent and high-
quality

* Expose model to monolingual target language data during IFT
* Incorporate a task that helps model generate fluent output in target language

Task 1: Standard next-word prediCtion (CLM) Question: Complete the following éentence in In-

Switch between IFT and CLM objective in mini-batches |donesian according to its context.
Sang rubah cokelat cepat

Answer: Sang rubah cokelat cepat melompati an-
jing malas.

Task 2: Sentence Completion Task

Only IFT objective required

(SDRRL)



Romanized Representation

Just like pre-training, use romanized representation for IFT too

i i IndicXTREME —— BaseLLM (N)
Native script data Base LLM (F1) -+~ BaselLLM (R)
—e— CPT (N)
l === CPT(R)
] : —— IFT(N)
Continual 7\ - IFT(R)

Romanized data -f—-m,,,_f;Eipire-training Contina

B e Pre-trained model

Translated

. MT xx-en S
English data ‘I' (chrF) /o P
Translate & '
Romanize Instruction Tuning
English SFT data l

Fine-tuned model

MT en-xx IndicNLG
(chrF) (ROUGE-L)

 Continual Pre-training with romanized data is crucial
* NLG task performance improves with romanized data
* NLU task performance is on par, though more efficient

(RomanSetu)



Results: Machine Translation

Ny BaseLLM CPT IFT
Script

1-shot 3-shot 1-shot 3-shot (-shot

o N 2246 2342 3854 37.07 4978

XX-Entranslation o 5555 2350 4253 4164  50.75

EnXX transla N 13.95  14.25 2555  26.19  37.40

f-AA transiation R 1420  12.02 2955 3077 46.87

XE Translation

* Base model: roughly equivalent quality for both representations

e CPTandIFT improve both representations

* Romanized representation gains more with CPT

EX Translation

* Base model: bad quality for both representations
* CPTandIFT improve quality for both representations

« Romanized representation gains more with CPT

Flores-200 devtest
Chrf scores on native script
Romanized outputs converted to

native script with IndicXlit + unigram
re-ranking

* |FT also show significant improvements for romanized over native script representation



Cross-Lingual Thought Prompting (XLT)

Ask the model to implicitly think in a different language

Monolingual QA

Monolingual QA
with ‘thinking in
English’ aka

Cross-lingual
Thought
Prompting

BB HHEIEETA”
(What is James Webb Telescope?) Q
Respond in Chinese.

a® [ EERrEEBTEs..0n J

(James Webb Telescope is ......777)

B BABREETA?
(What is James Webb Telescope?) Q
Think in English, then respond in Chinese.

Let me interpret the instruction in
English: What 1s James Webb
Telescope? So the English response
is: James Webb Telescope i1s an
infrared space telescope.. ...

P (James Webb Ielescope is an infrared space telescope!)

n@i BB ST E— MM S ]

Model asked to generate
intermediate English artifacts

No explicit translation call

The LLM itself is used as a

translator implicitly

\/ Multiple inferences are avoided

V Input in original language is
available to LLM

x Increased token length for model,
Reduces possible input token size

(XLT,PLUG)



TaCo: Instruction tuning with Cross-Lingual Thought data

LLM
B HRELEEtA?
(What is James Webb Telescope?) n
Think in English, then respond in Chinese. :
Let me interpret the instruction in
English: What i1s James Webb
Telescope? So the English response
is: James Webb Telescope 1s an
infrared space telescope.. ...
Y| B SAEEEE— MM AT Finetuned LLM
& (James Webb Ielescope is an infrared space telescope!)
Limitations Standard IFT TaCo
. Nepali 39.3 88.1
* Reduced maximum sequence length Persian 46.5 83.9

* |Increased latency

Evaluation on translated Vicuna Benchmark with GPT4

The PLUG paper also shows improvements (discussed later) (TaCo,PLUG)



Cross-Lingual Instruction Tuning

English Non-English
n-tanguage (Q A ) (Q A ) /Jointl 0] timize\
instruction sets en’ < en hi»41hi yop
allthese
objectives

4
Cross-language
instruction sets (th: Aen)

Qpi: H 3T THI YU FRIST FT HH FUR Tl g2 HH 5 dfared fog Qs

en-

Prioritize tasks based on importance and urgency.

Set specific goals with deadlines (SMART goals).

Use time management tools like calendars and apps.
Minimize distractions to maintain focus.

Regularly review and adjust your schedule for better efficiency.

oA LN

Cross-lingualinstruction help the model to align languages and think in English

Avoids intermediate English generation of Cross-lingual Thought Prompting (SDDRL,XCOT,CIT)



SDRRL: Putting it all together (SDDRL

Vanilla Instruction Pairs Translated Instruction Pairs

(QEN, AEN) ---->@i""‘> (Qia, Asa)

Translation

(a) Vanilla SFT (b) Translate-then-SFT

Cross-lingual Instructions

Qey —> LLMs —> Agy —> (Qen, 4En) -

T .
Self-Distillated Instruction Pairs Eﬁ ransiation Task
(QJA7 A;A) (QJA7 AEN) <«—— Translation |-
NE
(Qen, AFA) (QenN, AfN) CodeSwitch Sentence Completion Task

(c) Self-Distillation from Resource-Rich Languages (Ours) (these tasks are added so model

preserves native language
Zhang et al. Enhancing Multilingual Capabilities of Large Language Models through Self-Distillation from Resource-Rich Languages. 2024 comp eten cy, )



Summary Results

BELE. XL-SUM FLORES MKQA AvG.

Performance on Target Language

SFT 42.24 16.48 18.45 38.86  29.01
T-SFT 42.77 15.32 16.59 43.40  29.52
CIT 42.53 15.75 20.49 4370  30.62
XCOT 41.19 15.79 17.21 42.04  29.06
SDRRL  43.67 17.89 25.86 44.63 33.01
Performance on English Language
SFT 60.19 15.25 28.49 39.62  35.89
T-SFT 58.70 15.63 23.72 37.43  33.87
CIT 58.66 15.42 18.31 36.67  32.27
XCOT 57.73 14.90 23.96 3794  33.63
SDRRL  60.67 16.24 29.47 40.32  36.68

(This summary is for the SealLLM

backbone LLM, results in main paper are

for LLama)

(SDDRL)

SFT: FT on English data

T-SFT: source and target translated

CIT: target translated

XCOT: source translated + source code-
switching

Bringing together all these objectives and data augmentations:

Helps improve overall response quality across multiple tasks
Retains English performance



Ablation Studies (1)

NLU AvaG. NLG AvG.

TAR. ENG TAR. ENG
1  Full Method 50.58 66.29 28.24 31.69
2 - DTL and DLT 4956 6593 26.15 30.55
3 - Dsynth + D 48.59 65.10 25.16 30.10
4 = Dt and Deomp 50.41 66.01 26.61 30.19
| - Code Switching 50.37 6594 27.13 30.69
6 Only Dyt and Deomp  41.25 61.61 17.89 22.28

Table 6: Ablation study. Average scores of target lan-
guage (TAR.) and English (ENG) on natural language
understanding task (NLU, including BELEBELE) and
natural language generation tasks (NLG, including FLO-
RES, XL-SUM ROUGE-L, and MKQA) are reported.

(SDDRL)

Using the LLMs own responses is a very useful method to
improve cross-lingual transfer

The MT and sentence completion tasks are very useful
The cross-lingualinstruction tuning tasks are also
complementary

Code-switching (on input side) has modest benefits



Ablation Studies (2) ¢we)

Training Method Comparison \ Chinese Korean Italian Spanish

‘Win% Loss% A% Win% Loss% A% Win% Loss% A% Win% Loss% A%
English-Centric Foundation LLM: LLaMA-2-13B

PLUG vs. Pivot-Only 709 19.1 [+51.8 765 127 [$639 67.6 17.8 [+498 640 209 | +43.1
PLUG vs. Mono. Response 58.0 252 4328 o64.1 199 | +442 503 258 4245 530 27.6  +255
PLUG vs. Mono.+ Translation | 53.0 28.0 ~+25.1 627 20.1 | +426 50.1 266 +235 513 256 +25.7
PLUG vs. Mono.+Code-Switch | 50.2  31.6 +18.6 552 256 +29.6 462 309 +153 484 299 +I85

PLUG: Thinking in pivot language Mono + Translation: add translation task to Mono-Response
Pivot-only: IFT On pivot language Mono + Code-Switch: add cross-lingual instruction tuning to Mono-Response
Mono-Response: IFT on pivot and target language

Evaluation with GPT4

* |ncluding Translation task is useful
* Training on cross-lingual thought data is most effective

* Cross-lingual instruction tuning is the best next, closes gap on cross-lingual thought data



Summary

* Rapid Advances in Multilingual LLMs

* Extending strong English LLMs to other languages is an effective
and efficient direction

* Vocabulary expansion to support new languages and make LLMs
efficient, but challenges in achieving convergence

* Continual pre-training important to improve language
competence

* Lot of work on aligning languages in the instruction tuning stage



Future Directions

Modeling/Training

* I[mproving cross-lingual transfer

* Use of synthetic data

* Better “thinking” in English

* Composing Task and Language skills efficiently
 Small Multilingual models

Data/Resources

* Scalable evaluation methods for multilingual LLMs

* Creation of multilingual benchmarks

* Collection of large-scale culture-specific text corpora



Reading List

* Download HERE (identify by PAPER_KEY on the slides)

Reading List for Making LLMs Multilingual

1. [Airavata] Gala, Jay, Thanmay Jayakumar, Jaayid Aktar Husain, Mohammed Safi Ur Rahman
Khan, Diptesh Kanojia, Ratish Puduppully, Mitesh M. Khapra, Raj Dabre, Rudra Murthy, and Anoop
Kunchukuttan.  "Airavata: Introducing Hindi Instruction-tuned LLM." arXiv  preprint
arXiv:2401.15006 (2024).

2. [ALMA] Haoran Xu, Young Jin Kim, Amr Sharaf, Hany Hassan Awadalla. A Paradigm Shift in
Machine Translation: Boosting Translation Performance of Large Language Models. ICLR
(2024).

3. [ALMA-R] Xu, Haoran, Amr Sharaf, Yunmo Chen, Weiting Tan, Lingfeng Shen, Benjamin Van
Durme, Kenton Murray, and Young Jin Kim. "Contrastive preference optimization: Pushing the
boundaries of |Im performance in machine translation." arXiv preprint arXiv:2401.08417 (2024).


https://anoopkunchukuttan.gitlab.io/publications/presentations/extend_en_llms_apr2024_reading.pdf
https://microsoftapc-my.sharepoint.com/:w:/g/personal/ankunchu_microsoft_com/EZHgrtsFPIZDsESQQml9NP0BacikXSq4elSXluche-er4w?e=ZzgaEn

Multilingual Pre-training Corpora

« MADLAD-400

e CulturaX

* ROOTS

* mC4

« OSCAR

« CC100

* Glot500-c

* Sangraha

« SEA-LION-PILE



Notable Projects on Extending English LLMs

* BLOOM+1

* ChineselLLama

* Bactrian-X

* Okapi

* SealLLM

* TOWER

* ALMA and ALMA-R
* AceGPT



Thanks

If you find this work useful, please cite it in your work

@online{kunchukuttan2024extendllm,

author = {{Anoop Kunchukuttan}},

title = {Extending English Large Language Models to New Languages: A Survey},

url = {https://anoopkunchukuttan.gitlab.io/publications/presentations/extend_en_llms_apr2024.pdf},
date = {2"d April 2024},

urldate = {2"9 April 2024}

}
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