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What are Large Language Models?

Output probabilities

Typically, transformer decoder models ;
Softmax '
They generate text by looking at only previously generated 4
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Example The movie begins ..... The plot is engaging, thoroughly enjoyable.

The movie is great

Oh, how can such a fine cast produce such a terrible performance..... A total waste of time.

The movie is pathetic

Prompt Itis just a rehash of old movies
The movie is <MASK>
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Current LLMs vs. older generation (BERT/BART/XLM-R)

Current Old Generation
* Everytaskis just text completion * Classification/text generation

Decoder-only (NLU and NLG) Encoder-only (NLU), Enc-dec (NLG)
In-context learning & Instruction Tuning Per-task finetuning

Denoising objectives (MLM, DAE)

Small models (largest mT5: ~13B)

Modest amount of data (~BERT: 137B tokens)

Causal LM training objectives

Large model size (GPT3: 175B params)

Trained on large corpora (15T tokens
LLama3)

NLU: natural language understanding
NLG: natural language generation 4



What makes LLMs exciting?

(SparksOfAGlI)

Inherent knowledge
Multi-task abilities and task-

composition

Little task-specific training required

Help in writing , creativity,
brainstorming, data generation,
explanation, etc.

https://arxiv.org/abs/2303.12712

Q&A

Answer questions based on existing knowle...

Summarize for a 2nd grader

Translates difficult text into simpler concep

Text to command

Translate text into programmatic commands

Natural language to Stripe API

Create code to call the Stripe APT using nat._..

Parse unstructured data
Create tables from long form text

Python to natural language

Explain a piece of Python code in human un...

Calculate Time Complexity

Find the time complexity of a function

Advanced tweet classifier

Advanced sentiment detection for a piece o_..

Q- JolleRofoRgalle

Grammar correction

Corrects sentences into standard English.

Matural language to OpenAI API

Create code to call to the OpenAI API usin

English to other languages

Translates English text into French, Spanish

SQL translate

Translate natural language to SOL queries

Classification

Classify itemns into categories via example.

Movie to Emaoji

Convert movie titles into emaoj

Translate programming languages

Translate from one programming language .

Explain code

Explain a complicated piece of code

https://www.youtube.com/watch?v=gblk7-JPB2¢c °



https://www.youtube.com/watch?v=qbIk7-JPB2c
https://arxiv.org/abs/2303.12712

Maths

Explanations

Prompt: Can you write a proof that there are infinitely
many primes, with every line that rhymes?

GPT-4:

Yes, I think I can,

Though it might take a clever plan.

I’11 start by noting Euclid’s proof,
Which shows that primes aren’t just aloof.
Assume we have a finite list,

0f primes, and that none have been missed.
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!

But every number has a prime,

That divides it, it’s just a matter of time.
So we’ve found a contradiction,

A . S | | | [ | ] _Bob and Alice

And our finite list needs eviction. — b
There must be infinitely many primes, :3 crull
And that’s the end of my rhyming lines.s o

i

"

Prompt: Can you gencrate a pyplot for the following data: = = [1,3,5,6,8),y1 = [2,3,5,18,1],y2 = [3,5,6,8,1], 43 = s FoiE
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but ¥3 is in another plot next to that plc is i o ) ’
below. I want the legend of y1 to be "bob”, y2 to be "alice’ 5 VR T LI
labeled with ”time” and y axis to be labeled with "money”. 1 want to add a 10 %-40% random error bar to each curve, i _ Aiie_ -
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not * : e
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make =
it look more real. I want to put a baseline as the mean of each line. 1 want to put a pie chart below indicating the »
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the E !
pic chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three ¢
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible. :
Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps: — —

Prompt: Draw a unicorn in TiKZ.
(5,1,2,3,4],y4 = |

GPT-4:

following picture.]

[Produces IMTEX  compiling  to

Drawing

pie chart in **

Kk

y2 to be "alice”,

GPT-4: [We give two snapshots from the animation resulting from the produced code]

Prompt: Can you generate a pyplot for the following data: = = [1,3,5,6,8],y1 = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =
7.2,3,1]. I want y1,y2 to be in the same plot, but ¥3 is in another plot next to that plot, y4 is in
below. I want the legend of y1 to be "bob”, y3 to be "bilbo”, y4 to be "allie”. I want the z-axis to be
labeled with "time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make
it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the
continuous time Interpolate the missing fractions! I also want vertical line animation in other three
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible.

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:
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GPT-4:

to eight bars) using ABC notation?

one example:

X:1

T:Example Tune

M:4/4

L:1/8

X:C

:G2AB c2BA | G2AB c2c2
G2z2 :|

c2z2 :|

part. The key is C major.

This is a conversation between a user and an
artificial intelligence agent that follows
instructions or answers questions. The AI
always follows the instructions correctly.

User: Can you compose a short tune (say four

AI: There are many possible ways to compose
a short tune in abc notation, but here is

| edcB c2BA | G4-
|:c2de f2ed | c2de f2f2 | g2fe d2cB | c4-

This tune has two four-bar phrases, each
repeated once, forming an A part and a B

GPT-4:

User: After the first bar G2AB c2BA, you
chose G to start the next bar.
example of a change to the notes in the
first bar that would have caused you to

pick D instead of G as the first note in the
second bar.

AI:0One possible change to the notes in the
first bar that would have caused me to pick
D instead of G as the first note in the sec
ond bar is:

Give an

| :G2AB c2Bc | ...

This change creates a stronger cadence on
the C note at the end of the first bar,
which is the fifth degree of the scale. This
suggests a modulation to the dominant key of
G major, which has D as its fifth degree.
Therefore, starting the second bar with D
would create a smooth transition to the new
key and imply a harmonic progression of V-I.

Prompt:

char a; int b; char c; } x;
int b; char a; char ¢; } y;

struct mystruct_A {
struct mystruct_B {

#include <stdio.h>

int main(void) {
printf("Size of x: %zu bytes\n", sizeof(x));
printf("Size of y: %zu bytes\n", sizeof(y));
return 0;

b

Possible Output:

GPT-4:

There are different ways to implement and aliga structures in memory,
so the exact output may vary depending om the compiler, platform, and
options used. However, ome possible output is:

Size of x: 12 bytes
Size of y: 8 bytes

This output assumes that the compiler uses 4-byte alignment for
structures, meaning that each structure member starts at an

offset that is a multiple of 4 bytes from the beginning of the
structure. This may result in some padding bytes being inserted
between or after the members to maintain aligmment. For example,

in x, there may be 3 padding bytes after a and 3 padding bytes after c,
while in y, there may be mno padding at all. The size of a structure is
the sum of the sizes of its members plus any padding bytes.

Understanding
Programs

(SparksOfAGI)



Explosion of LLMs ... but mostly limited to English
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Benefits of LLMs are mostly limited to English

ChatGPT ChatGPT
Language Cat. o & Language Cat. ~ Nii Fv‘{;an)
English H 702 70.2 English H 560 749
Russian H 60.8 454 Russian H 302 49 1 ChatGPT NLLB
German H 645 511 Lang. BLEU chrF | BLEU chrF
Chinese ~ H 582 355 gﬁ,“m“ Ho 459 658 sp_Cyrl 136 326 | 434 597
inese H 371 423 avg. avg.
French H 648 422 Spanish H 418 658 #langs. chrF BLEU kon_Latn 094 850 | 189 453
Results on S]?anish H 658 474 Vietnamese H  36.1 573 ChatGPT (0-sho) 203 73 167 ;{so_liatn 2.92 15.0 ig7 50.0
Vietnamese H 554 448 - ac_Latn 004 295 3315
XNLI T M 5T 51 Turkish M 345 564 ChatGPT (5-shot) 203 33.1 17.3 nso_Latn 369 167 26.5 50.8
5 ) ' Arabic M 320 503 GPT-4 20 44.6 24.6 ;
Arabic M 553 223 Greek M 297 450 NLLB 201 453 271 jpn_Jpan 284 329 20.1 279
Greek M 559 545 Thai M 31'2 43' 4 : : nno_Latn 371 58.7 334 536
Thai M 447 115 na : ' Google 115 522 346 zho_Hans | 363 310 | 266 228
Bulgarian M 597 446 Hindi M 175 378 zho_Hant | 260 244 | 124 140
Hindi M 488 56 Averige 20 333 Performance on translation aem_Arab | 282 447 | 118 319
Urdu L 437 63
Swahili X 503 408 Results on Xquad QnA averaged across languages
Performance on translation
Language Code CatM i
guag “en) (b High vs low resource
English en H 750 750
Russian ru H 502 535
German de H 526 61.0 . e . .
Chinese ~ zh  H 502 425 e Significant gap between English and other languages on multiple tasks
Japanese ip H 419 43.0 . . . .
French fr H 505 617  High-resource and Latin script languages can give good performance on GPT
Results on  Spanish es H 533 625
X-CSQA  luly it H 506 559 * Poor performance on low-resource languages
Dutch nl  H 529 604
Polish pl H 352 5Ll * Translate-testis a strong baseline
Portugese pt H 495 59.2
Viemamese vi H 423 479 * Open-source models lag behind GPT models = they are very English heavy
Arabic ar M 494 473
Hindi hi M 411 386
Urdu ur L 347 245
Swahili SW X 356 466

Average 478 519 (BUFFET, MEGA, ChatGptMT,ChatGptMLing)




Why do LLMs lag behind for other languages?

e Lack of

Pre-training data

* Token representation

Instruction tuning data

Human preference data

* Inability to transfer from English

 Limitations of Translate-Test

Wikipedia Size (in million articles) (Xfactr)

16 1.5 19 12 11
0.5 0.5 04 0.3

en fr nl ru es jp vi zh hu ko tr he

0.2 0.2 0.1 0.09 0.09 0.07 0.06 0.04 0.03 0.03 0.02
|
el war mr mg bn tI sw pa ceb yo ilo

Most LLMs
trained on <10%
non-English data
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Fertility = number of tokens per word
High fertility = low-efficiency, suboptimal
representations

Tamil

(BUFFET, MEGA, ChatGptMT)



Do English LLMs have some inherent
multilingual capabilities?

Yes, to some extent ...

Why? — during training they might have been exposed to some non-English data
* Documents with multiple languages
* Incorrect LID

* Increasingly some representation of non-English data e.g. GemmaZ2, LLama3

How good are the multilingual capabilities?

* Might be ok at language understanding e.g. classification, sentiment analysis
* Bad at generation

* Better on Latin script languages
* Languages with better pre-training representation perform better

10



How do English LLM achieve multilingual capabilities?

N

° DO LLMS thlnk in Engllsh? (Understand ) Solve Task ) ( Generate
Thinking Knowledge
. . ultilingua (English) (Multilingual) ultilinqua
Do LLM use English as a pivot Rl I 4R @%iﬂ__{(faﬁ:[
for decision making? .
[-»[»- { =>E]— g -[—»Iﬁ—»[l--v[-»[]»---{
Bottom layers: Feature learnin %
¢ & [ U ac o e e

Middle layers: Concept mapping to language tokens
(with English bias), task solving

Top layers: Language generation in target language

_flowe...

__flowe...

_flowe...

There are language-specific neurons (mainly
concentrated in the top and bottom layers) - , o

The central question in building multilingual
LLM is to bring representations of English and
other languages closer to achieve good
cross-lingual transfer

11

(LmalLatent,PNLD,LSP,SharingNeurons)



a BigScience initiative

Open-source Multilingual LLM Efforts 3482

A.‘. Y -

Trained from scratch: BLOOM, mGPT, PolyLM, EAGLE, mT0, XGLM, AYA

* English representation is lesser compared to models like Llama, Gemma,
Mistral = limited English capabilities

* Cannot expect good non-English capabilities either Focus of this

survey

* Large-scale compute needed for training

Extending English LLMs: ChineselLama, OpenHathi, SealLLM, ALMA, RomanSetu
* Strong English capabilities of base LLMs

* Less compute-requirements

* English LLMs are at the cutting edge with regular updates

12



Extending English LLMs to Non-English

Languages
. Vocabulary Continued Pre-

. Human Preference Instruction-
Multilingual LLM {——— Alignment {——

13



Vocabulary Expansion



Decomposes a
word into the

Vocabulary Basics

vocabulary

Vocabulary items
have embeddings

space 0.78/0.84| ... |0.27/0.08

tokeriizer

spacecraft | o) ' spacecraft

craft 0.99/0.21| ... |0.55/0.35

<s> Gaganyaan is an Indian crewed orbital spacecraft intended to be the formative spacecraft of the Indian Human

Spaceflight Programme.

Vocabulary: Set of tokens (basic I/0 units)

LLM Vocabulary Properties
* Finite vocabulary size
* Subword units: basic units are smaller than words

* Open vocabulary: all words can be defined as concatenation of
subwords

15



What if vocabulary is under-represented?

b <OXEQ><OXA4L><0x89 >EH\QT
-:Zﬁﬁﬁir-a'jij:\ji:-q T g{ﬁ:[i}-[ gﬁ |

<s> TG <OXEQ><OXA4><BX8F>P HoRdoid doTeidh adl Dhh ol 3 oY Yold e
g YoRAo™ Jo™d 3 ZP N <OXEOQ><OXA4><0x89>S [ DR :UPRH Dol U eROHES 3

Fertility = Average number of tokens per word

Unknown characters UNK vocab item
(BPE-based vocab)

Fallback to known characters High Fertility
(BPE-based vocab)

Fallback to bytes Even Higher Fertility
(Byte BPE-based vocab)

More memory consumption

High fertility - More decoding time
Limit on longest processable sequence

16



Addressing Vocabulary issues

Status-quo (use suboptimal vocab) Extending Vocabulary

X « High fertility  Low Fertility
% * Increased sequence length * Reasonable sequence length
* Increased inference time * Decreased inference time
* Limit on max sequence length * Longer sequences possible
X e Inferior token representation X * Increased softmax
» Lesser pre-training required computation

X * More pre-training required

Some evidence seems to suggest that extending vocabulary needs a lot of pre-training to align
languages (0.5B tokens vs 30B tokens) (LmaByndEng)

17



How to extend tokenizer vocabulary?

Mo”g“”gual ¥ Train Tokenizer —
ata
Existing Vocab [l 4 — Extended Vocab
l Initialize new
Base LLM Embeddings
LLM with
extended vocab
18




Initialization of New Embeddings

Sampling from Random (Normal) Distribution

Average of Existing Embeddings

Weighted Average of Existing Embeddings

Hypernetworks for learning embeddings

Simple
Changes existing vocab’s probability distribution
Large convergence time

Limited change in existing vocab’s distribution
Large convergence time [Avelnit]

Limited change in existing vocab’s distribution
Initializations like WESCHEL, OFA, FOCUS,
ConstrainedW2V

WESCHEL uses similarities between vocab items
across languages to decide weights; this
iImproves convergence rates

Learn a hypernetwork that can predict embeddings
for any tokenizer, enabling zero-shot tokenizer

transfer
19



Ave F'a ge I N iti d lizati on [Avelnit,ConstrainedW2V, ExpandChoices]

Limitations of initialization from (Normal) Random distribution
* Incorrect generation in existing language

* Large KL-divergence between pre- and post-expansion LMs for existing vocabulary
* No reason for fast convergence

A simple solution: Initialize new tokens to average of embeddings of existing tokens

* Low KL-divergence between pre- and post-expansion LMs for existing vocabulary

* Greedy decoding with prefix of existing tokens will result in output from existing tokens
 Ageneralresult: the above applies if new embeddings are in the convex hull of existing embeddings

A practical solution: We want to avoid all new embeddings been initialized to same value
* Add smallrandom noise to the average embeddings

Initial drop in task performance on CPT, but performance recovers with increase in training data

Strong baseline
However, this method does to give any solution to improve convergence in continued pre-training

20



Weighted Average Initialization

Target token embeddings as weighted average of source token embeddings
Token weights based on source-target token similarities based on external static pre-trained word embeddings

/ (Model Input Space) / based Transfer

|/ Tokenizer T* ;“"

/ Embeddings E* |
(Model Input Space) |

Source Language Target Language
‘.“-“"‘ Embeddings W'sl“-"“ aligﬁed -/ Embeddings W* ;“"‘
Subword Embedding Subword Embedding
Computation : Computation
:" Embeddings U* /" EmbeddingsU*
_ (Word Embedding Space) (Word Embedding Space)
.‘;"" Tokenizer T® / i
/ Embeddings E* _ Subword similarity-

‘-“"‘.Non-Embedding / ; Non-Embedding
/ ] copy
weights : weights
Source Model . TargetModel

S

t _ Zyéjx exp (S-T:'H/T) : ey
> e, €Xp (Sey /T)

Figure 1: Summary of our| WECHSEL
show inputs, intermediate resTs arputs.

ethod. We

301

201

Language Modelling Perplexity

[WESCHEL]

Model

—=— WECHSEL-RoBERTa

Score@()
NLI NER Avg

Score@25k
NLI NER Avg

Score @250k
NLI NER Avg

—+— Translnner-RoBERTa
—o— FullRand-RoBERTa

TransInner-RoBERTa
FullRand-RoBERTa

XLM-Rgase (Final)

0

50k 100k 150k 200k 250k

Continued Pre-training

Faster convergence vs. baselines for

LM perplexity
Downstream performance

WECHSEL-RoBERTa 78.25 86.93 82.59

81.63 90.26 85.95

82.43 90.88 86.65

60.86 69.57 65.21
55.71 70.79 63.25

7925 89.48  84.3

84.37

65.49 83.82 74.66
69.02 84.24 76.63

81.75 90.34 86.04
75.28 89.30 82.29

Results for small LMs =»embeddings contribute a large % of parameters

Will we see such convergence improvements for Large LMs?

21



More Methods and Findings

Extensions of WESCHEL

OFA (One-for-All): multilingual vocabulary, need to handle large vocab (OFA)
* Reduce embedding dimension (inspired from ALBERT)
* Source embedding factorization with SVD for dimensionality reduction
 Co-ordinates: language-dependent
* Primitives: language-independent
* Projection of source co-ordinates to target co-ordinates like WESCHEL

FOCUS: Target token embeddings as weighted average of overlapping source token embeddings (FOCUS)

22



COnStrained WOrdzveC [ConstrainedW2V]

A simple approach to learn embeddings for new tokens in the convex hull of existing tokens

Formulate learning new token embeddings as a Word2Vec problem with the following constrains:

* Embeddings of existing tokens are not updated during word2vec training

* Embeddings of new tokens are strictly expressed as convex combination of existing tokens (so just averaging
weights are learnt)

To ensure cross-lingual mapping of word embeddings, bilingual dictionaries are used in word2vec training
e Dictionary entries (wg, w;) are simply serialized as a sentence "w, w;" for word2vec training

New token embeddings are learnt based on context as well as similarity to existing embeddings

Source Input Embeddings Source LM head Embeddings LLaMA2
MT XNLI QA XLSUM
—
— ES ES En-X  X-En en avg en avg en avg
— input imhead CW2V 170 273 604 381 777 358 0.6 04
., 17714 (17°1.d) OFA 112 162 604 37.1 760 260 06 0.3
. Multivariate 11.1 16.1 604 372 775 287 05 02
- — Source Model Prefix Univariate  11.1 16.0 604 372 774 287 05 03
il + — M heri " + - W Mean 11.1 162 605 37.2 774 287 05 03
— < Random 0.0 0.0 333 333 0.0 0.0 00 0.0
—_
— Einput Elmhead . ..
— (47D 17"L.d) CW2V is competitive or better than other
—
Target Input Embeddings Target LM head Embeddings SOphIStlcated Inltlallzatlon approaCheS

23



Zero-shot Tokenizer Transfer zsm

Can we learn a function that can predict the embedding for any given tokenizer for a fixed language model?

Learn this function once, and then use it to predict embeddings for any new tokenizer

text x — | (Zp1p) | —» Ey, —» | LM — Ey, —> logits
Tokenizer Input Embedding v Output Embedding
\’ Hg j /
Hypernetwork
Tokenizer data for training is The Hypernetwork generates the target Gold Target embeddings are not

synthetically generated by considering embeddings for the new tokenizer explicitly defined, but are ones which
all possible frequent tokenizations of a minimize the language modeling loss

string of the LM under considering

End-to-end training: learn ar bg de el en es fr hi ru sw tr ur vi Avg.

embeddings which actually original 689 756 747 737 823 769 768 684 729 635 722 647 73.1 726

Improve language modeling Lexical 587 63.1 653 617 728 684 667 61.8 623 518 585 600 720 633

FVT 639 703 709 674 79.0 739 719 657 678 57.1 663 617 729 684

OFA 573 642 673 628 736 686 684 618 63.1 548 597 593 723 o64.1

FOCUS 648 T1.0 71.6 677 796 T44 726 645 681 557 673 619 726 68.6

ZSTTperformS better than other ours 679 739 741 714 81.1 76.2 747 67.7 70.7 623 68.7 632 739 712

app roaches on the XNLI task Aaccuracy -1% 2% -1% 2% -1% -1% 2% -1% 2% -1% -3% 2% +1% -1%

and other tasks as well Alength  -22% -14% -13% -23% 9% -11% -12% -13% -13% -19% -15% 9% -3% -14%

24



Summary & Recommendations

Vocab expansion reduces fertility and improves efficiency

Is vocabulary expansion better than relying to initial sub-optimal vocab?

* |nitial drop in results for vocab expansion before recovery
* Vocab expansion might require lot of pre-training for alignment

Can we do better than random initialization?
* Embeddings which initialize new tokens based on similarity with older embeddings do better
* Simple methods like averaging, constrained W2V are sufficient
* Faster convergence
* Slightly better downstream performance
* Results mostly for smaller LMs and decoder LMs

Will vocabulary extension lead to lower performance on English?
* Ifinitialized embeddings are in convex hull, greedy decoding results does not change
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Continual Pre-training



Base LLM

Continual % CPTLLM

Pre-training

Monolingual
Data

Causal Language Modeling Objective

T
p(X) — p('xla L2y weny 'CUT) — Ht:l p(.fl?tIX(t)
Train on document-level data
To avoid forgetting English competence and knowledge

Finetuning on long, coherent sequences * Include English in the pre-training data
helps model learn and correlate * Finetune-only small number of adapter parameters

different pieces of knowledge (ChineseLLama, OpenHathi)

27



Large-scale, Document-level Datasets
High Quality Documents

What properties do we Wide coverage of topics
want to see in
multilingual corpora?

Representation of culture-specific data, native literature

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

28



\/ Large-scale, Document-level Datasets
? :
? - -

High Quality Documents
Multilingual corpora like
mC4, CC-100, CulturaX

are good starting points X Representation of culture-specific data, native literature

X Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English

Build custom language (group) specific collections to address gaps




OCR to unlock
diverse regional

Data from and cultural
different contentin PDFs

modalities —
audio/OCR

&

Web

SANGRAHA
Creating high-quality pre-training

Filtering pipeline data at scale
to ensure high-

quality

Verified Unverified Synthetic

64.2 B 243 B 163 B Translations and
Transliterations to

enable cross-lingual
transfer

High —quality
sources

. 30 .
IndicLLMSuite)



Why do continual pre-training?

Language competence/fluency in target language

L(0) L(10k) L(100k) L(1M) Perplexity reduces with increase in

pre-training corpus size
Chinese 10.151 8.697  6.634  5.249 (LmaByndEng)

Improve alighnment b/w English and target language

Base LLM | After CPT Cosine similarities between
Guijarati 0.39 0.46 English and target languages
Hindi 0.40 0.44 increases with CPT

Marathi 0.44 0.48 (RomanSetu)

Provide required knowledge in target language for better understanding

* LMs better at using in-language knowledge vs. cross-lingual transfer (Xfactr, MLAMA)

* |Incorporate cultural-specific knowledge capture in native language corpora only
31



Most multilingual models can’t transfer knowledge in English to other languages

Knowledge Probing Task = Predict missing tokens which capture model’s knowledge

es sentence Bioomberg L.P. fue fundada en {mask) x1 ~ 5.

prediction #tokens confidence
. 2012 1 -1.90
fact (Bloomberg L.P., founded_in, New York) Nueva York 2 0.61
en prompt [X] was founded in [Y]. esoutpuls g yy 3 -1.82
Chicago, Estados Unidos 4 -3.58
2012 Bloomberg L.P 5 -3.06
Independent: M M-BERT B XLM-R M Language Specific .
18 Confidence-based: [ M-BERT 0 XLM-R [J Language Specific EnglISh
+—high-resource low-resource— daccuracy for
12
knowledge
A ol eI ]LM]HJI ” !l " igharnan
0 ! ! ] 1 m H nx higher than
en fr nl es bn other languges

8
éi;i__- ijlﬂﬂUXmeHﬂxHﬂxﬂﬁxﬂﬂxﬂxxﬂﬁx

hu he tr mr war tl SW pa mg yo ilo

Results on Knowledge Probing task shows that non-English languages don’t have enough data
(Xfactr) 32



Improving Cross-lingual Transfer in Pre-training

* Using Parallel/Translated Data
* Using Romanized Representation

Why?

* Help improve cross-lingual alignment

* Make knowledge available in English in the target languages
* Help translation task

33



Using Parallel/Translated Data

USing pa rallel data (Tower, Palm2, PolyLM, OpenHathi, MTDataPretrain)
* Train on document/paragraph pairs = very little availability
* Train on sentence pairs = modest availability depending on language pair

 MT Data modestly useful for NLU (results on encoder LMS) (PrimerPMLM)
* More investigation needed

Using Machine Translated data (ndicMonoDoc)

Usedo{f-the-shelf MT data to generate target language data at scale = needs a decent MT
mode

* Model training includes translated documents

* Some evidence to show that translated documents can achieve performance close to
pre-training with native language documents

Need better to understand impact of translation quality
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Using Parallel/Translated Data (1)

Using human-written parallel data (wower, raim2, PoiyiM, 0pentiathi, MTDatapretrain)

* Train on document/paragraph pairs = very little availability
* Train on sentence pairs =» modest availability depending on language pair

Useful for translation task (Tower, OpenHathi, InciBiling)

No systematic results on utility of parallel data in pre-training

Previous work
* Encoder-only models & NLU tasks =» parallel data has limited utility (PrimerPMLM)

* Encoder-decoder models & NLG tasks = don’t know

35



Using Parallel/Translated Data (2)

Using Machine Translated data (ndicMonoDoc)

Use off-the-shelf MT data to generate target language data at scale
=» needs a decent MT model

* Model training includes machine translated documents

* Pre-training on translated documents slightly inferior to original documents
* Translation quality filtering + using small original data makes result comparable

* For small LMs, synthetic data might outperform original data

(a) Results on Hindi

NLU NLG
Model . .. . . Headline Sentence uestion sy
iXNLI bbc-a iitp-mr iitp-pr midas Avg. Gen. Summ. Q Gen. Wikibio Avg.
Hl-clean 73.61  81.75 7258  79.73 8034 77.60 27.54 23.64 24.84 52.16  32.04
syn-HI_en-unfiltered 72.87 7792 6436 7622 7991 74.26 27.29 22.93 24.22 50.14  31.14
syn-HI_en-unfiltered+10% | 74.63  78.36  67.75 7746  80.17 75.67 - - - - -
syn-HI_en-filtered 74.75  81.06  69.03 78.58  79.73  76.63 27.15 23.10 24.41 4988  31.13

syn-HI_en-filtered+10% 7449 8094 71.61 79.92  80.64 77.52

36



Romanized Representation romansew

* High-fertility/data loss for under-represented vocab

Challenges with non-Latin . p ot "
script languages oor representation quality

* Vocab extension requires lot of pre-training (Lai etal. 2023)

<s> ToTs 8fs sy H-:::::-]F[-::;::-?:ﬁ E\TIFTQ{D Tl HeRdTg 8
<OXx87 >1:|T::::?[ ) $Q[ 3 (—R‘f\ﬁﬁ[ t[e:;i::e]?[e:;:-?-:::ﬁ 15[:1;3 L9 [

SHY SFLTCYSTT FoT<OXER><OXAL><OXAB>T (<BXE@><OXA4>
(130 tokens)

<s> chaaron antariksh yaatree bengaluru mein bhaarateey antariksh anusandhaan sangathan (isaro) kee antariksh ya

atree suvidha mein prashikshan le rahe hain.<@x0A> (63 tokens)
Language N R Language E-N E-R
Pre-train on romanized corpora Gujarati 18.44  3.39 Gujarati 039 047
. . Hindi 7.36  2.98 Hindi 0.40  0.50
* Natural transliteration Malayalam  12.85 5.04 Malayalam 040  0.46
. [ (e Marathi 891 3.64 Marathi 0.44 0.48
Fixed Romanization schemes Tamil 1211 4.89 Tamil 0.44 043
Romanized fertility more Romanized representations are
than 2x lower than native better aligned to English than
script fertility native script representations
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Summary and Recommendations

e Amount of data used for CPT

* Modest amount of data (hundreds of millions of tokens) for language competency and
modest cross-lingual transfer

* Lot of translated data required for knowledge transfer? — Avenue for research

* Does parallel data improve cross-lingual transfer?
* Improves translation quality
* Improving cross-lingual transfer, use of translated data requires further research

* Data augmentation methods like romanization, code-switching are helpful

* Drop in English task performance
* Mitigation: Significant ratio of English, use adapters for CPT
* |Isretaining English performance critical to cross-lingual transfer?
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Instruction Tuning



CPTLLM

Instruction ) IFT LLM

Finetuning

IFT dataset
(instruction,
Input, output)

Supervised Modeling Objective

v |
Train on in-language IFT dataset lee(y.§) Zyj log(;) Lspr = v ;ECE(yi,Me(X@'))
Sources of IFT dataset

Quality and diversity of IFT dataset
To retain English task performance

* Include Englishin the IFT training

40



Instruction Tuning Tasks

Variety of tasks/objectives to improve non-English performance
* English Data IFT
* In-language IFT with Machine Translated Data
* Locally/Culturally relevant IFT data
* Parallel Data
* Monolingual Data
* Romanized IFT Data
* Cross-lingual Thought Data

Transforming IFT _
Datasets e Cross-lingual IFT Data

e Code-switched IFT Data

Let’s look at these tasks in detail

41



Using English IFT Dataset

* [nstruction tune the model on English instruction dataset
* Evaluate on non-English data =» Zero-shot cross-lingual evaluation
* [nstruction tuning on English important to retain English capabilities

Using Machine Translated IFT Dataset

* Translate English instruction tuning datasets into the language
* Fine-tune model on translated dataset

Task | BeleBeleQA | MKQA | XL-Sum |

Accuracy F1 Rouge-L Average performance across many
English IFT 45.58 36.48 8.42 languages; src: SDRRL
Language IFT 48.28 37.95 15.87

Instruction tuning on translated data outperforms English instruction-tuning



Creating Translated IFT Data

e Off-the-shelf NMT systems (airavat): higher quality, particularly for low-resource
* GPT (okapi): can do translation taking the entire context of input/output
* Hybrid Approach wimByndeng): Do one of the above depending on language’s translation quality

avg. avg. .

#langs. chrF BLEU Model Human (General/Discourse)
ChatGPT (0-shot) 203 32.3 16.7 News Social Fiction Q&A  Ave.
ChatGPT (5-shot) 203 33.1 17.3 Google 1.920 12/13 2.1/24 15/1.5 1.7/18
GPT-4 20 44.6 24.6 Deepl.  22/2.2 13/1.1 24/26 1.6/1.5 1.9/1.9
Tencent 2.3/2.2 15/1.5 26/28 1.8/1.7 2.1/2.1
ELL? ?(l)é g;; %Z ‘15 GPT-3.5 2.8/2.8 25/27 2829 2929 28/2.8
oogle . . GPT-4  3.3/3.4 29/29 26/28 3.1/3.2 3.0/3.1

Comparison of various translation engines Comparison of various translation engines
Sentence-level Document-level

(ChatGptMT) (ChatGptMT)
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Creating Translated IFT Data (2)

* |Instruction, Input, Output (Okapi, Airavat, xLLama, SDRRL)

* Input, Output eLoomz)
* English instruction is a common usecase
* Models are good at English Instruction following

Quality Filtering
High quality examples are important for instruction tuning

 Use an MT evaluation metric like COMET-QE to identify bad translations
* Rule-based filters to avoid code examples, etc. that are difficult to translate

44



Creating Translated IFT Data (3)

e Instruction, Input (Bactrianx) S}ﬁ;ﬁ%f - B = e
* Give translated Instruction & Input gpo“y ERE l
* Generate response using GPT in the Instructions GPT
target language ‘3’” Aei‘;ﬁ;:r 3.4 Million
* Language/culture-specific examples = S Ofa e
e Seed Instructions (PolyLM,SealLM)
 Generates the entire examples from gl

strong LLM like GPT in target language 9 . W
.. Iterative . Te:k ;ZOS oS lnst;uacigonlf Ilf;ut.

* Language/culture specific examples, but - » : S
quality/diversity might be issue ﬁ
MULTIALPACA

Dataset
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But we are just translating existing datasets — they might not be reflective
of topics relevant to the language users
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Creativity is
the limit

Use multiple English LLMs along with Wikipedia context
to simulate conversations on topics of interest

Init User LLM

Intent

Understanding the
history of Delhi.

Intent LLM

(IndicLLMSuite)

Q: Who was the first
ruler of Delhi Sultanate?

- =}

Assistant LLM

..............-...............

Next User LLM

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

Q: When was :
Qutubuddin Aibak born

Translate the conversations into English

/ Wiki-Chat

Can you tell me more about the Lotus Temple? What is it
@R known for and what makes it unique?

The Lotus Temple is a Bah’i House of Worship located in
South Delhi, India. It is known for its distinctive lotus-like
architecture, which is made up of 27 marble petals arranged
in clusters. The temple has received a wide range of attention
in various venues for its exceptional beauty and architectural
design. It can accommodate up 10 2,500 people and is open
to people of all religions, who come to pray, meditate, or
contemplate. The temple's unique design and serene
atmosphere make it a popular destination for tourists and
locals alike. It is surrounded by nine pools of water and
gardens, adding to its peaceful and picturesque setting. The
Lotus Temple is one of the most visited buildings in the
world, attracting millions of visitors every ycar.

Could you compare and contrast the historical significance
@  ondarchitectural siyles ofthe Jama Masjid and Lotus
- Temple?

Sure, T'd be happy to help with that.

The Jama Masjid. also known as Masjid-i-Jahan Numa, is
4 significant historical mosque in Old Delhi, Tndia. Tt was
commissioned by the Mughal Emperor Shah Jahan in 1650
and completed in 1656. This mosque is one of the largest
and best-known in Tndia, capable of accommodating
around 25,000 people. Tts architectural style is typically
Mughal, featuring red sandstone and white marble, with
two minarets and three gates on each side.

The Lotus Temple, located in South Delhi, is a Baha’i
House of Worship. Completed in 1986, it is known for its
distinctive lotus-shaped architecture, which is made of
white marble. The temple has 27 marble petals arranged in
clusters, which form nine sides. The architectural style is
modern and unique, representing the Baha'i faith's
principle of the unity of all religions.

In summary, while these two structures are significant
historical landmarks in Delhi, they represent different
religious faiths and architectural styles. The Jama Masjid is
a classic example of Mughal architecture, the Lotus
Temple is a modern representation of the Bahd’j faith's
unity of religions.

(a) English

enerating Culturally Relevant IFT Data

SR VOHS HBON B0 BT 3O
g.:ss 508 500D 009 3D s
0e37

SR BoHS BT grosEHIoS “im DS
S) 230N BTGP e30. AD TR DOE LS
E000-50¢3 AT TS (VD TOHOD, IO
DSOS’ @IS 27 FO0S oS
SErPoBOTIRA0H. & B0H0 VTGS
@00 HBA ATgE) ErHEOIS 50 DG
FOZS DI S FoBOO. Bd HOROM
2,500 5008 S5EHeB S5O EE) N0 SHOAD
1B TOHERS, G590 BAHERE S
SR0BERE HT) @) Heve (HBOH
0ZTENS’ GOLNOE. e30HO TN,
DHBIEDS ABS SHOAN ABIODS eSS0
A DOSEFEF HOCE FRFOH 2.8 (DG
B OOM S50 OB, TR YT SH (%6
Fereen HOaM Seren esar) o, v
(DZCOSD sHOAN DOBBET €0sDOES)
BB0G0. SOR LoD HHO0
@e5BZ0MT HOBO0T BSOS’ 2,863, (HS
00565350 OCHS HOA HOLEIFerD
eEGNoB.

Q08 278 SR SOOI SLD oS Ty
O (T §ES DA NT™26d FENOD
O SrestieT?

maéléon', B TS HFOHo FOHERE
DS,

2755 SHREDD SIVE-R-237S (DS 90 Sres
e, 3O 2rESTI0S ared BOS e 8
SIS TTOIESE DV, B 16508 FNHS
DESB FTrAH’S B G080 DAOE HOASD
16566 S Ean06. &1 SR Ty 25.000
OB 593 O30T FrwEs50 )

ZrESTFOS R 93 DE HAO (VG ToBS
TS 2,563, B Dome 3O B0 S0,
S RNFO"0N SHBA SR 'eTrond $OR
GOENOO, (DS S35y B0 DD HOCK e
7ew Goerow.

5860 BOS &) SR TS, 0N 07
119270, 198665 S EAN0B, 2O BOD FOTAS
SO BOHDAS DOF LIS 60 3575y
DO"EDE (D1 ToBOA. 00506 TS
BHEr GOB 27 FeT°S Boen hHeyenm

@908 )G GR) oW, N0 3O BCOAEIHSAD
OO DRI, ) sEsres DE5ed CBNEY
230N DF°FN0 AEY AFER) DN,

0030, & Boch omeren BOS” SpES
OIS DNTH 0N, D DD ed
DFFEN DB DT FENON QT 0.
25 SHRED B0 TRNFEr)DE 2.8
BB GIITO, SR BOYES DI0N
5)3‘5&)0 B0, BT DEFHH eI
(BeNS50.

&

(b) Telugu

47



Using Parallel Data

Translation is a special task for multilingual IFT models

Teaches the model to translate

Aligns English and language representations better
Improves performance on other downstream tasks
Parallel data and translated IFT data both help

86

84

82

80

78

GPT-4
n A\ TOWERINSTRUCT-13B
ALMA-R 13B
TOWER 7B O
¢ ALMA-R 7B Mixtral-8x7B-Instruct O
LLaMA-2 70B
© Gemma 7B
[J LLaMA-2 13B
B Mistral-7B-Instruct-v0.2
[ LLaMA-2 7B % NLLB 54B
| | |
7 13 46 54 70

Model size (# billion parameters)

Results for translation task

Instruction Data XQUAD (exact match) MLQA (exact match) mLAMA (exact match) XLSum (Rouge-1)
Alpaca-En 31.8 26.7 5.3 9.0
Alpaca-En+En-Zh 34.3 38.0 5.8 271
Alpaca-En+Alpaca-Zh 51.7 48.0 21.9 25.5
Alpaca-En+Alpaca-Zh+En-Zh 54.9 51.8 304 28.3

Results on Chinese for various Tasks

Instruction-tuningbData Ar Hi Vi Zh

Alpaca-En 16.1 13.7 34.1 26.7
Alpaca-En+En-Zh 33.6 35.1 42.2 38.0
Alpaca-En+Alpaca-Zh 33.1 35.1 50.1 48.0

Alpaca-En+Alpaca-Zh+En-Zh 37.0 42.3 50.8 51.8

Results for other languages on MLQA

(xLlama,PLUG,TOWER,ALMA-R)
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https://openreview.net/forum?id=CaP3CByuLp&noteId=reoX9bUPvQ

Using Monolingual Data

* “Translationese IFT Data” =» output language might not be fluent and high-
quality

* Expose model to monolingual target language data during IFT
* Incorporate a task that helps model generate fluent output in target language

Task 1: Standard next-word prediCtion (CLM) Question: Complete the following éentence in In-

Switch between IFT and CLM objective in mini-batches |donesian according to its context.

Sang rubah cokelat cepat

Answer: Sang rubah cokelat cepat melompati an-
jing malas.

Task 2: Sentence Completion Task

Only IFT objective required

(SDRRL) 49



Romanized Representation

Just like pre-training, use romanized representation for IFT too

Native script data

Y

English data

Continual

Romanized data -—‘-‘a‘,____ﬂﬁpyre-training

Translate &
Romanize

English SFT data

 Continual Pre-training with romanized data is crucial
* NLG task performance improves with romanized data
* NLU task performance is on par, though more efficient

Base LLM

l

Continual
Pre-trained model

l

Instruction Tuning

l

Fine-tuned model

IndicXTREME —— BaseLLM (N)
(F1) -+~ BaselLLM (R)
—— CPT(N)
-<- CPT (R)
—— IFT (N)

-<= IFT (R)

MT xx-en Translated

(chrF)

MT en-xx IndicNLG
(chrF) (ROUGE-L)

(RomanSetu)



Cross-Lingual Thought Prompting (XLT)

Ask the model to implicitly think in a different language

Monolingual QA

Monolingual QA
with ‘thinking in
English’ aka

Cross-lingual
Thought
Prompting

Bl BREnEEtA?
(What is James Webb lelescope?) Q

Respond in Chinese.

a® [ EEnsazmEs. ]

(James Webb lelescope s ......777)

B HABnEETA?
(What is James Webb Telescope?) Q
Think in English, then respond in Chinese.

Let me interpret the instruction in
English: What 1s James Webb
Telescope? So the English response
is: James Webb Telescope i1s an
infrared space telescope.. ...

Y (James Webb Telescope is an infrared space telescope!)

n@i B S BB S — MM ]

Model asked to generate
intermediate English artifacts

No explicit translation call

The LLM itself is used as a

translator implicitly

\/ Multiple inferences are avoided

\/ Input in original language is
available to LLM

x Increased token length for model,
Reduces possible input token size

(XLT,PLUG) s



TaCo: Instruction tuning with Cross-Lingual Thought data

LLM
BB HIRBimEETA?
(What is James Webb Telescope?) n
Think in English, then respond in Chinese. :
Let me interpret the instruction in
English: What i1s James Webb
Telescope? So the English response
is; James Webb Telescope 1s an
infrared space telescope.. ...
Y| mErERERER— MIMASERE! Finetuned LLM
& (James Webb Ielescope is an infrared space telescope!)
Limitations Standard IFT TaCo
. Nepali 39.3 88.1
* Reduced maximum sequence length Persian 46.5 83.9

* |Increased latency

Evaluation on translated Vicuna Benchmark with GPT4

The PLUG paper also shows improvements (discussed later) (TaCoPLUG)



Cross-Lingual Instruction Tuning

English Non-English
n-tanguage (Q A ) (Q A ) (Jointl 0] timize\
instruction sets en’ < en hi»41hi yop
allthese
objectives

4
Cross-language
instruction sets (th: Aen)

Qpi: H 3T THI YU FRIST FT HH FUR Tl g2 HH 5 dfared fog Qs

en-

Prioritize tasks based on importance and urgency.

Set specific goals with deadlines (SMART goals).

Use time management tools like calendars and apps.
Minimize distractions to maintain focus.

Regularly review and adjust your schedule for better efficiency.

oA LN

Cross-lingualinstruction help the model to align languages and think in English

Avoids intermediate English generation of Cross-lingual Thought Prompting (SDDRL,X&OT,CIT)



Code-switched Instruction Tuning

Code-switching: alternating between two or more languages in conversation

Generate code-switched instruction by replacing some source words with their target language translations
Qpi: # 39T time TEY skill T HE FUR Fhl g2 AR 5 brief fog e

en-

Agca 3 drcaifolerdT & 3MUR 9T At &l IrATAGar &)

AT T (TAC o8) & a1y [Afdse de FuRa w3

dhelst 3R ToH S FHY YU T HT 3TN H|

PIFT §oT7 @S & AU Yot 7 F FY|

?am%%uﬁuﬁamﬁﬁa@aaﬁﬁmaﬁaﬂ?ﬁmﬁm
|

SIS SIS

Code-switching help the model to align languages better at sub-sentence level

Some optimizations to improve models further
* Retain English instructions, code-switch only the inputs and outputs
* Do code-switching during pre-training as well

(COMMIT,SDDRL,XCOT)s4



Self-Distillation from Resource Rich Language

Minimize distractions to maintain focus Maintain focus by minimizing any
disturbance

Generate

What is the most important (Qen' Aen) _ LLM _ (Qen; Afen)

time management technique?

response

l (Self-distillation) l
(Qnis Ani)

Using the model’s own responses can help uses the model’s own representation space better

(SDDRL,LMPpl) =55



Putting it all together (SDDRU)

Vanilla Instruction Pairs Translated Instruction Pairs

(QEN, AEN) '""@i""* (Qia, Aja)

Translation

(a) Vanilla SFT (b) Translate-then-SFT

Cross-lingual Instructions

Qeny —> LLMs —> Agy —> (Qen, 4gn) -

Self-Distillated Instruction Pairs % Transtation Task
(QJA7 jA) (QJA7 AEN) <«—— Translation |-
s \ NG
(QEN, AJA) (QeN, An) CodeSwitch Sentence Completion Task

(c) Self-Distillation from Resource-Rich Languages (Ours) (these tasks are added so model

preserves native language

Zhang et al. Enhancing Multilingual Capabilities of Large Language Models through Self-Distillation from Resource-Rich Languages. 2024 comp eten cy, ) 56



Summary Results

BELE. XL-SUM FLORES MKQA AvG.

Performance on Target Language

SFT 42.24 16.48 18.45 38.86  29.01
T-SFT 42.77 15.32 16.59 43.40  29.52
CIT 42.53 15.75 20.49 4370  30.62
XCOT 41.19 15.79 17.21 42.04  29.06
SDRRL  43.67 17.89 25.86 44.63 33.01
Performance on English Language
SFT 60.19 15.25 28.49 39.62  35.89
T-SFT 58.70 15.63 23.72 37.43  33.87
CIT 58.66 15.42 18.31 36.67  32.27
XCOT 57.73 14.90 23.96 3794  33.63
SDRRL  60.67 16.24 29.47 40.32  36.68

(This summary is for the SealLLM

backbone LLM, results in main paper are

for LLama)

(SDDRL)

SFT: FT on English data

T-SFT: source and target translated

CIT: target translated

XCOT: source translated + source code-switching

Bringing together all these objectives and data augmentations:

Helps improve overall response quality across multiple tasks
Retains English performance
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Ablation Studies (1)

NLU AvG. NLG AvG.

TAR. ENG TAR. ENG
1  Full Method 50.58 66.29 28.24 31.69
2 - D1, and Dy1 49.56 6593 26.15 30.55
3 - Deynth + D 48.59 65.10 25.16 30.10
4 = Dy, atid Deomp 5041 66.01 26.61 30.19
“ - Code Switching 50.37 6594 27.13 30.69
6 Only Dyt and Deorp  41.25 61.61 17.89 22.28

Table 6: Ablation study. Average scores of target lan-
guage (TAR.) and English (ENG) on natural language
understanding task (NLU, including BELEBELE) and
natural language generation tasks (NLG, including FLO-
RES, XL-SUM ROUGE-L, and MKQA) are reported.

(SDDRL)

Using the LLMs own responses is a very useful method to
improve cross-lingual transfer

The MT and sentence completion tasks are very useful
The cross-lingualinstruction tuning tasks are also
complementary

Code-switching (on input side) has modest benefits
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Ablation Studies (2) ¢we)

Training Method Comparison \ Chinese Korean Italian Spanish

‘Win% Loss% A% Win% Loss% A% Win% Loss% A% Win% Loss% A%
English-Centric Foundation LLM: LLaMA-2-13B

PLUG vs. Pivot-Only 70.9  19.1 [ #3518 76.5 12.7 - 67.6 17.8 | +49.8 640 209 | +43.1
PLUG vs. Mono. Response 58.0 252 4328 64.1 199 ~+442 503 258 4245 530 27.6  +25.5
PLUG vs. Mono.+ Translation 53.0 28.0 +25.1 6277 20.1 @ +426 50.1 26.6 +235 513 256 +25.7
PLUG vs. Mono.+Code-Switch | 50.2  31.6 +18.6 552 25,6 +429.6 462 309 +I153 484 299 +185

PLUG: Thinking in pivot language Mono + Translation: add translation task to Mono-Response
Pivot-only: IFT On pivot language Mono + Code-Switch: add cross-lingual instruction tuning to Mono-Response
Mono-Response: IFT on pivot and target language

Evaluation with GPT4

* |ncluding Translation task is useful
* Training on cross-lingual thought data is most effective

* Cross-lingual instruction tuning is the best next, closes gap on cross-lingual thought data
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Summary and Recommendations

e Machine Translation is the dominant method to create IFT data
* Use English LLMs to generate culture/region-specific data before
translation

* Improve alignment between English and other languages using
methods like cross-lingual instruction tuning, romanized/code-
switched data

* Machine Translation is an important task in the multilingual IFT
Mmix
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Summary

* Rapid Advances in Multilingual LLMs

* Extending strong English LLMs to other languages is an effective
and efficient direction

* Vocabulary expansion to support new languages and make LLMs
efficient, but challenges in achieving convergence

* Continual pre-training important to improve language
competence

* Lot of work on aligning languages in the instruction tuning stage
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Future Directions

Modeling/Training

Improving cross-lingual transfer

Use of synthetic data

Better “thinking” in English

Composing Task and Language skills efficiently
Small Multilingual models

Multilingual Preference Optimization

Data/Resources

* Scalable evaluation methods for multilingual LLMs

* Creation of multilingual benchmarks

* Collection of large-scale culture-specific text corpora
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Thanks

If you find this work useful, please cite it in your work

@online{kunchukuttan2024extendllm,

author = {{Anoop Kunchukuttan}},

title = {Extending English Large Language Models to New Languages: A Survey},

url = {https://anoopkunchukuttan.gitlab.io/publications/presentations/extend_en_llms_apr2024.pdf},
date = {6 August 2024},

urldate = {6 August 2024}

}

Github Page: https://github.com/anoopkunchukuttan/multilingual_extend_llm
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Multilingual Pre-training Corpora

« MADLAD-400

e CulturaX

* ROOTS

* mC4

« OSCAR

« CC100

* Glot500-c

* Sangraha

« SEA-LION-PILE
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Notable Projects on Extending English LLMs

* BLOOM+1

* ChineselLLama

* Bactrian-X

* Okapi

* SealLLM

* TOWER

* ALMA and ALMA-R
* AceGPT
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