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Mission Statement

Bring parity with English 
in AI tech for Indian languages 

with open data and open source contributions

Build an ecosystem of datasets, models, partners 
and stakeholders to advance IndicNLP



Internet User Base in India (in million)

Usage and Diversity of Indian Languages

Source: Indian Languages: 
Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers
Sources: Wikipedia, Census of India 2011



Raw Text 
Corpora

English
Hindi

Wikipedia
articles

6m
150k

Parallel Corpora En-fr (OPUS)
En-hi (IITB)

Sentence
pairs

500m
1.5m

NER Corpora
en (CoNLL 2003)
hi (FIRE)

Tokens 200k
40k

QA en (SQuAD 1.1)
hi (MMQA)

Question-Answer 
Pairs

100k
4.6k

We are faced with a huge data skew



How do build language technology solutions for Indian languages 

that are of high-quality &

 serve the use-cases of interest to us?



Multilinguality 
& Relatedness

Collaboration 
and Openness

Data Curation

Cultural 
Awareness

EvaluationEfficiency

Systems  & 
Solutions

Tooling & 
Infrastructure

The Pillars of Indian Language Technology Development



The “Recipe” for Language Scalability



Building Large-scale Indic 
Datasets



Raw Text Data is a critical resource
Why do we need raw text?

Compiles the collective knowledge of the web! 
     ➔ Modern LLMs are trained on 10s of trillions of tokens
     ➔ Most of the data is in English 

Captures language-specific Cultural Knowledge

A feeder resource for extracting many other resources

Parallel Translation Corpora
Parallel Transliteration Corpora

Text Classification
NER Corpora

Language Generation

LM Training Corpora

IndicCorp v1 IndicCorp v2 Sangraha

Sentence-level
Web-sources

Larger corpora
Larger  language coverage

Document level
Diverse sources
Better filtering

Challenges in building high-quality corpora

• Large-scale crawling and processing
• Source identification
• Language identification
• Low-quality pages like MT
• Page content extraction
• Content Moderation



Data from 
different 

modalities – 
audio/OCR

High –quality 
sources

OCR to unlock 
diverse regional 

and cultural 
content in PDFs

Translations and 
Transliterations to 

enable cross-lingual 
transfer

[IndicLLMSuite]

SANGRAHA
Creating high-quality pre-training 

data at scale
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Mining Data for training Translation Systems
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https://www.mykhel.com/

https://malayalam.mykhel.com/

Shared multilingual vector 
space*

*Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen 
Arivazhagan, and Wei Wang. Language-agnostic
BERT sentence embedding, ACL 2022.

Bitext mining using the Largest monolingual 
collection for Indic languages, encompassing 
IndicCorpV2 (news) and Archive.org (e-books).

BPCC Mined Corpus: Mined 232 M sentence pairs across 12 Indian languages



Expert Annotation: Translation
Boost model quality with high-quality expert annotations!

• Need processes in place to ensure high quality
• Provide tools to make translators productive

• High Quality translations can boost translation 
quality on fine-tuning

• Only source for very low-resource languages

BPCC-Human Corpus: Created 800 K high-quality sentence pairs across 22 Indian languages



Expert Annotation: Automatic Speech Recognition

IndicVoices Corpus

22 languages



Generate Multilingual Data
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Sangraha 
Synthetic

IndicXLITIndicTrans2

Huge disparity in digital 

knowledge between English 

and any other language

Quick Alternatives → 

• Translate knowledge rich corpora to infuse 

knowledge in non-English languages

• Transliterate corpora to encourage cross-

lingual transfer with English

Meet Doshi, et al. "Do Not Worry if You Do Not Have Data: Building Pretrained Language Models Using Translationese." EMNLP 2024.
Jaavid Aktar Husain,  et al.  "RomanSetu: Efficiently unlocking multilingual capabilities of Large Language Models models via Romanization." ACL 2024.

High-quality, efficient, 
contextual, format-preserving 
translation pipelines needed

Wikipedia
FineWeb-Edu



Synthetize Culturally Relevant IFT Data

(IndicLLMSuite)

Use multiple English LLMs along with Wikipedia context 
to simulate conversations on topics of interest

Translate the conversations from English

Creativity is 
the limit
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A Glance at AI4Bharat 
Technology

Publications: https://ai4bharat.iitm.ac.in/publications 
Github: https://github.com/AI4Bharat 
Huggingface: http://huggingface.co/AI4Bharat 

https://ai4bharat.iitm.ac.in/publications
https://github.com/AI4Bharat
http://huggingface.co/AI4Bharat




NLP Infrastructure: Raw corpora

IndicCorp
Large Monolingual corpora 
20B tokens, 22 languages

MahaDhwani
Raw speech corpora

(279k hours, 22 
languages)

Sangraha
Large Document 

Monolingual corpora 
100B tokens, 22 languages

https://ai4bharat.iitm.ac.in/corpora


NLP Infrastructure: Language models 

IndicBERT
(encoder LM)

IndicBART
(seq2seq LM)

IndicFT 
(word embeddings)

Compact pre-trained models for NLU & NLG

IndicWav2Vec

(Pre-trained speech model) Airavata
(Finetuned LLM)

https://ai4bharat.iitm.ac.in/bertv2
https://indicnlp.ai4bharat.org/indic-bart
https://indicnlp.ai4bharat.org/indicft


Data for various foundational tasks

Aksharantar

Transliteration datasets 
for 20 Indic languages

Naamapadam

Datasets and models for 
Named Entity 
Recognition in 11 Indian 
languages 

BPCC

Parallel corpus, 
translation models 

between English & 22 
Indic languages

Shrutilipi, 
IndicVoices & 

KathBath

ASR datasets for 22 
Indian languages

https://ai4bharat.iitm.ac.in/naamapadam


Models for foundational tasks

IndicXlit

Transliteration Models 
for 20 Indic languages

IndicNER

Models for Named Entity 
Recognition in 11 Indian 
languages 

IndicTransv2

Parallel corpus, 
translation models 

between English & 22 
Indic languages

IndicConformer

ASR models for 22 Indian 
languages



Tools and Infrastructure



Standard Evaluation Benchmarks

IndicGLUE
IGLUE

Indic NLG Suite
INLG

In-language Benchmarks for Natural Language Understanding

Benchmarks for Natural Language Generation

Datasets for tasks like headline generation, paraphrase generation, etc 

Indic SUPERB
VistaarISUPERB

Datasets for tasks like ASR, speaker verification, speaker identification, LID etc

Benchmarks for Speech Language Understanding

IndicXTREME Cross-lingual Benchmarks for Natural Language Understanding

MILU
IndicBIASMILU Datasets for LLM evaluations on various aspects

Benchmarking LLMs

https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-glue/


Publications: https://ai4bharat.iitm.ac.in/publications 

Github: https://github.com/AI4Bharat 

Huggingface: http://huggingface.co/AI4Bharat 

https://ai4bharat.iitm.ac.in 

You can try out models at

https://ai4bharat.iitm.ac.in/publications
https://github.com/AI4Bharat
http://huggingface.co/AI4Bharat
https://ai4bharat.iitm.ac.in/


Indic LLM Arena https://arena.ai4bharat.org 

https://arena.ai4bharat.org/


AI for Education in India

• Centre of Excellence (CoE) in Artificial Intelligence for Education at IIT 
Madras

• Develop India-first, population-scale AI based education solutions
• We are looking for people in different areas of engineering and Applied 

AI: [Details Here]

https://www.linkedin.com/posts/mitesh-khapra-3bb3032_we-are-hiring-we-at-the-wadhwani-school-activity-7400123199495008256-ZNsJ?utm_source=share&utm_medium=member_desktop&rcm=ACoAAABHyKQBPNXMnbOW1k2JoTDkWqTu5EGo3Cw


Thanks
anoop.kunchukuttan@gmail.com 

http://anoopkunchukuttan.github.io 
http://huggingface.co/AI4Bharat 
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mailto:anoop.kunchukuttan@gmail.com
http://anoopkunchukuttan.github.io/
http://huggingface.co/AI4Bharat
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