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Scalability Challenges for NLP solutions

Model size

Data size

Anr;?:ﬁtlon . Training Data Deployment Inference time
ills

Annotation
Maintenance

Quality

Evaluation

Quality Feedback for
Judgments improvement

Effort and cost increase as languages increase



The Opportunity for Indian Language NLP

Deep Learning based NLP Representation Learning

Language Pre-trained
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer ,
knowledge into models

Models Learning



Representation Learning



Let us look at a simple NLP application — Sentiment Analysis

Kabir Singh Movie Review e e
w
Review by Bollywood Hungama News Network
20 June 2019 23:39 pm IST 4-0
Kabir Singh Movie Rating Positive
Listen to this article in audio 00:00/00:00
®
One of the most loved love stories of Bollywood is DEVDAS. It has been remade several times and ten years ago, Anurag .
[ ]
Kashyap gave a different touch to the tale through DEV D [2009]. All the interpretations have been liked as there's a ® N egatlve
charm in the story of a man who goes on a self-destructive path when he fails to get the girl he loves. Two years ago,

Sandeep Reddy Vanga made a Telugu film named ARJUN REDDY, which had a kind of a deja vu of DEVDAS. Yet, it stood
out due to the treatment, execution and performances. ARJUN REDDY became a cult success and now its Hindi remake

KABIR SINGH is all set to hit theatres. So does KABIR SINGH turn out to be as good as or better than ARJUN REDDY? Or
does it fail to stir the emotions of the viewers? Let's analyse.

Neutral

An example of a text classification problem



A Machine Learning Pipeline for Text Classification

Training Pipeline Test Pipeline
Text Instance Text Instance
Feature vector ﬂ Feature vector ﬂ

| } \
|
Decision Function
. /
°
°

L Train @
°

Training set fx) = Model Positive Negative



Simple Features

Bag-of-words (presence/absence)

Large and sparse feature vector: size of

mmm vocabulary

More features

* Bigrams: e.g. lovely script

* Presence in [positive/negative]
sentiment word list

* Negation words

* |s the sentence sarcastic (output
from saracasm classifier?)

Each feature is atomic =2 similarity
between features, synonyms not captured

These features have to be hand-crafted manually
— repeat for domains and tasks

Need linguistic resources like POS, lexicons,
parsers for building features

Can some of these features be discovered from
the text in an unsupervised manner using raw
corpora?



Distributed Representations

Can we replace the

Text Instance high-dimensional, resource-heavy

document feature vector
Feature vector ﬂ with
* [low-dimensional vector

.....- * Jlearntin an unsupervised manner

* subsumes many linguistic features

Distributional Hypothesis

“A word us known by the company it keeps” - Firth (1957)

“Words that occur in similar contexts tend to have similar meanings”
- Turney and Pantel (2010)



He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad

* The distribution of the context defines the word
e Can define notion of similarity based on contextual distributions

unhappy

Similarity of words can be defined in terms of vector similarity:
sad Cosine similarity, Euclidean distance, Mahalanobis distance

Similarity across languages

v

Contextual representation of words

water



A Typical Deep Learning NLP Pipeline

Text Tokens Token Embeddings

- l l l - l B B B - B
\ ¢ \ l
- h —‘ <
Output

(text or otherwise) Application specific Deep Text Embedding
Neural Network layers




Multilinguality



Represent semantically similar language artifacts in the same vector space
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Represent semantically similar language artifacts in the same vector space
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Represent semantically similar language artifacts in the same vector space
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How does multilinguality help?

@ D

Single model for multiple languages

A 4

o 2

Smaller Deployment Easier Model

Footprint Maintenance




How does multilinguality help?

- D

Better performing, more capable models

A 4

4

Good

N

'

Better generalizable

Surprising

Zero-shot
performance

Low-resource
performance

models

Diverse data, Transfer Learning
linguistic regularization



Multilingual Indian Language = en Translation Models

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

Shared English
Concatenate Shared g

Parallel Attention Decoder

Corpora EACOdEr Mechanism

Malayalam

We want Malayalam = English translation =2 but little parallel corpus is available
We have lot of Tamil = English parallel corpus



English = Indian Languages

How do we support multiple target languages with a single decoder?

A simple trick!: Append input with special token indicating the target language

Original Input: France and Croatia will play the final on Sunday

Modified Input: France and Croatia will play the final on Sunday <ta>

éen

Multilingual MT System for

En =2 ta and en 2 ml

Still a challenging problem



Training Multilingual NMT systems

Joint Training

—

Sample from Combine Parallel
Parallel Corpora Corpora

Train

I —

ta’

Model for
taand ml

Transfer Learning

— Model for ta _ Model tuned for ml
Finetune

Train




Zeroshot Translation into English

Train
Glemw 2

Model for

ta and te

I Test




/eroshot Translation between Indian
languages

Model for
Train ml = en
> en > ta

ta—> te
te 2 ta




Language Relatedness



Why are Indian languages related?

Related Languages
Related by Genealogy Related by Contact
. Linqguistic Areas
Language Families Ji b :
Dravidian, Indo-European, Turkic Indian subcontinent,
’ ’ Standard Average
(Jones, Rasmus, Verner, 18" & 19t centuries, Raymond ed. (2005)) Euro pe an

Related languages may not belong to the same laNgiiEeE family!

26



Cognates & Borrowed words in Indian Languages

Indo-Aryan

Dravidian

Indo-Aryan words in
Dravidian languages

Other borrowings like echo
words, retroflex sounds in
other direction. (Subbarao,
2012)

English |Vedic Sanskrit Hindi Punjabi Gujarati Marathi Odia Bengali
chapati,
bread Rotika chapati, roti |roti pad, rotla poli, bhakart |pauruti (pau-)ruti
fish Matsya Machhli machhi machhli masa macha machh
bubuksha,

hunger kshudha Bhikh pukh bhukh bhakh bhoka khide
English Tamil Malayalam Kannada Telugu

fruit pazham , kanni pazha.n, phala.n haNNu, phala pa.nDu, phala.n

ten pattu patt,dasha.m,dashaka.m hattu padi

Sanskrit word Language Loanword English

cakram Tamil cakkaram wheel

matsyah Telugu matsyalu fish

ashvah Kannada ashva horse

jalam Malayalam jala.m water

Source: Wikipedia and IndoWordNet




Transfer Learning works best for related languages

(Kudungta et al, 2019)
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Transformer models are powerful
enough to learn multilingual
representation =

but similarity priors (natural or
induced) help

Motivation for:

- Building multilingual systems
systems specific to language
families

- Transfer learning from a related
parent

Encoder Representations cluster by language family



Key Similarities between related languages

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles

. Y C

HRATAT T IGANATAT AR A Tooled AT HIRIGH RIS 0T ATl Marathi
bhAratAcyA svAta.ntryadinAnimitta ameriketlla I0sa enjalsa shaharAta kAryakrama Ayojita karaNyAta AIA

AR =0 ICGIRGIEG] Hﬂﬁé? Ueoled AT o AT FI0ATT 3T Marathi
bhAratA cyA svA InA nimitta amerike tlla I0sa enjo¥ag_siaharA ta kAryakrama Ayojita kar A segmented
AR & ﬁaﬁa:quum«aawﬁ AT fohar Irm dind
bhArata ke svates A divasa ke avasara para amarlkA ke losa eMyalsef shahara me.n kAryakrama Ayoji ayA

Lexical: share significant vocabulary (cognates & loanwords)

Morphological: correspondence between suffixes/post-positions

Syntactic: share the same basic word order

29




Orthographic Similarity



Brahmi-derived Indic scripts are orthographically similar

Devinagari A MIESFHIUCT A A AMNFEIASTTGTH
Bengali GTUAREHTTA>AL ST UNTYEEGFASLES T
Gkt M e RN I YT WS IEASETSIEETIY

Gujarati HBMMOOGE BB AV VLB A5 VAU LY AA2S
Oriya U 0RaaeddfleEieddad®@eeae8000R4
Tamil BB FOOMTTRRPRVEEEREH L WS
Telugu VESBISEIAWVINDLETEDE D S S &
Caiisdi BEIRNIRDVINDLLBILIAPUIFRIP D

Malayalam @0 @) D DT © OV £3 60 af) af Hay) & B0 BV & 61 U 2Ll

* Largely overlapping character set, but the visual rendering differs
* highly overlapping phoneme sets

* Highly consistent grapheme-to-phoneme mapping



Script Conversion
* Read any script in any script

* Unicode standard enables consistent script conversion with a single rule

unicode_codepoint(char) - Unicode_range_start(L,) + Unicode_range_start(L,)

0AR 0AQ DAA 0AB 0OAC 0AD OAE 098 099 09A O09B 09C 09D O09E
NS 6| 2] ]3| ofa| @ 3| FT| AN & HToll kerala
Jo NN« aN ol ooNF |72\ o FF $CL
sl i@ia) e NAY ol ool TN 2 N &
0 | ' As a developer, you can read text in a script you understand
4 E"l. d. 4 4 @ D {{
s|et) 51414 S| S| F| Only a single mapping needed for Romanization too

Indian Language Speech sound Label set (Samudravijaya & Murthy, 2012)



A simple and powerful property to utilize

relatedness between Indian languages

Pre-requisite to Neural Transfer Learning: Represent all data in a common script



Multilingual Transliteration

(Kunchukuttan, et al, 2018)
Train a joint transliteration model for

multiple Indian languages to English
& vice-versa

Pool training sets

Malayalam CHIF1BHOIS  kozhikode

Hindi el kerala
Kannada RSonwed) bengaluru

Similar tasks help each other
Convert to a common script
Malayalam  ShlTarhic kozhikode

Hindi W kerala Perform Telugu = English transliteration
Kannada ST bengaluru even if network has not seen that data

On the other hand, we cannot pool Hindi and Urdu data
Though they are pretty much the same language = The scripts are very different



Traditionally organized as per
sound phonetic principles

shows various symmetries

Useful for unsupervised
transliteration

Primary vowels

Unrounded low central
Unrounded high front
Rounded high back

Syllabic variants

Secondary vowels

Unrounded front

Founded hack

Occlusives

)

Retroflex Z

Dental €]

Labial

Short ong Diphthongs
Initial Diacritic Initial Diacritic Initial Diacritic
= O pa AT & U[ pa
g i ﬁ' pi _5; i Eﬂ' Pt
3- L g: o ?jq_ i EL [
* T F T w
I | I I
[ N L
= ) 2
ll e O pe ]I s O pai
~ = y S
AT o O o 2 au QT pau
Voiceless plosives Voiced plosives Masals
unaspirated  aspirated  unaspirated  aspirated
Velar $ ka @ kha T[ ga .a gha @ na
Falatal H ca @ cha a ja % jha 3‘[ fia
a @& tha g da G da U[| na
ta 2:[ tha a da ‘CI dha |_'I na
q pa ':E pha ba q bha ma
Sonorants and fricatives
Falatal Retroflex Dental Labial
I ra E la a va

Sonorants T-[ ya

Sibilants 5[ sa

Other letters

g

ha

9

h =



Lexical Similarity



Lexical Similarity
(Words having similar form and meaning)

* Named Entities

do not change across languages

mu.mbal (hi)

mu.mbal (pa)

mu.mbal (pa)

* Cognates
a common etymological origin
roTl (hi) roTIA (pa) bread
bhai (hi) bhAU (mr) brother

keral (hi)

k.eraLA (ml)

keraL (mr)

e loan Words

borrowed without translation

* Fixed Expressions/Idioms

MWE with non-compositional semantics

matsya (sa)

matsyalu (te)

fish

dAla me.n kuCha kAIA honA | (hi)

pazha.m (ta)

phala (hi)

fruit

Something fishy

dALa mA kAlka kALu hovu (gu)

Enables sharing of data across languages




Why it matters

IRAT =T TaTdsg Gar AR 38R i 19 Teoled T80 d SRGH RAITSd #H0a1d 31Tl

bhAratA cyA svAta.ntrya dinA nimitta amerike tlla IOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AIA

T o TIAIAT Gad & FTET W AR o T Teoled AT H FRIGH IRNTST Har m=m

bhArata ke svata.ntratA divasa ke avasara para amarlkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Lexical Overlap = Representation overlap
Makes it easier for the model to learn

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Multilingual Indian Language = en Translation Models

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

We want Malayalam = English translation =» but little parallel corpus is available
We have lot of Tamil = English parallel corpus

Shared English
Concatenate Shared g

Parallel Attention Decoder —

Corpora EAcoder Mechanism

Malayalam

 Train models at the subword-level (BPE etc).
* Represent data in a common script



Syntactic Similarity

HAT AT T g1 AfAT 33RE AT 9 Tooled 08T d SRIGH R—ITSd S10aTd 3Tell

bhAratA cyA svAta.ntrya dinA nimitta amerike tlla IOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AIA

T & TIAAAT Gad & HGEX W HAURT & ofiF Ueoled AT H SRIHH mAfaad har a-am

bhArata ke svata.ntratA divasa ke avasara para amarlkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Syntactic Divergence = Makes it more difficult for the model to learn common representations

India ke Independence day ke occasion par america ke los angeles city me -
organize kiya gaya

On the occasion of India's Independence day, a _ was organized in American city of Los Angeles



Source reordering for SMT

(Kunchukuttan et al., 2014)
Change order of words in input sentence to match word order in the target language

Bahubali earned more than 1500 crore rupees at the boxoffice

l

Bahubali the boxoffice at 1500 crore rupees earned
FIgTe] o FTFGHBH GT 1500 FR15 FGT HHIT

Indo-Aryan A common set of rules can
pan hiin ouj hon = be written for all Indian
languages
Baseline 15.83 2198 1580 1295 10.59
Generic 17.06 23.70 1649 13.61 11.05 Rules from (Ramanathan et al.

Hindi-tuned 17.96 2445 17.38 13.99 11.77 2008, Patel et al. 2013) for Hindi.

https://github.com/anoopkunchukuttan/cfilt preorder



https://github.com/anoopkunchukuttan/cfilt_preorder

Language Relatedness can be successfully utilized

between languages where contact relation exists

Baseline 12.91
+ Hindi as helper language 16.25

Tamil to English NMT with transfer-learning using Hindi



Pre-trained Models



Automatic Feature Extraction

Representation Learning Continuous Space Representation

Numerical Optimization at disposal

Transfer Learning

Multilingual learning Better generalizability across languages

Supervised data not sufficient

How do we understand linguistics similarities =
synonymy, parts-of-speech, word categories, analogies

How do we know if the sentence is grammatically correct?

How do we know if the sentence makes sense?

These capabilities are important for generalization

Pre-trained Models

Task-independent models that know about language



Word Embeddings Encoder Language Decoder Language
Model for NLU Model for NLG

w Google  ©0penAr

BERT GPT-3

fast Text

&
o= Multilinguality

MUSE MBERT

Encoder-decoder
Language Model
for NLU+NLG

1=

BART

MBART

Trained on a large amount of raw text corpora with unsupervised objectives

* computationally intensive to train

Language models are * trained on a large amount of raw text corpora

e giant models



Pre-train once, reuse for multiple downstream tasks

Task-specific
model
: Task-independent
Feature Extraction ‘ training -

Task-independent Pre-trained model

—

Pre-training

Task-independent l Task-specific

finetuning

model

Only task-specific training: less data & less computation

Language understanding for tasks like sentiment analysis, question answering, paraphrase detection

Language modeling & Language generation for tasks like summarization, ASR, question generation



Multi-linguality and Pre-training are complementary

) . .  Compact pre-trained models
Language-family specific pre-trained model «  Utilize language relatedness

* Better data representation

: Multilingual Training Improved
Pre-trained model + e IoW-resource

performance

Improved
High- L
Pre-trained model + '8 resourceDZ\:aguage - pjc;i;/;zl‘ce

L)

Low-resource Language
Data



Putting these ideas together into usable systems ...



AN Al4Bharat

An IIT Madras Initiative

Mitesh M. Khapra Pratyush Kumar Anoop Kunchukuttan
Researcher Microsoft

Associate Professor, IIT Madras Assistant Professor, IIT Madras Researcher, Microsoft

PhD, IIT Bombay PhD, ETH Ziirich PhD, IIT Bombay

Areas - NLP, Deep Learning Areas - Deep Learning, Systems Areas - NLP

+ many hard-working students and volunteers

https://indicnlp.ai4bharat.org



https://indicnlp.ai4bharat.org/

Mission Statement

Bring parity with English
in Al tech for Indian languages
with open source contributions

)
/X\PACH E We want to be the Apache for Indian

SOFTWARE FOUNDATION Languages Al stack




What have we done so far?

o dalfgs o dafgs o dafgs
I o B IndicGLYE IncicBERT
G 3 G 3 G 3
IndicCorp IndicGLUE IndicBERT
Corpora for 11 Indic NLU Benchmarks for Compact Language
languages Indian languages Models for NLU for

Indian languages

IndicBART

Compact Language
Models for NLG for
Indian languages



What have we done so far?

Samanantar

Parallel corpus,

translation models
between English &
11 Indic languages

IndicWav2Vec

State of the art ASR
models for 9 Indian
languages

INCLUDE

Datasets and efficient
models for isolated
Indian Sign Language

Input Tools

Romanized keyboards
for under-represented
languages



Our Approach

. L S o}
T +?}%:}* O A @ v /”
- = -O =
\";':]IL]I'].-I'II.'P‘E‘}E-S bl q 1% ::‘ 0 0/ ! @
Crawl Pretrain a Fine-tune using  Create benchmarks
monolingual multilingual Mine Labelled labeled data
corpora model

for evaluation
datasets




https://indicnlp.ai4bharat.org/indic-bert (o'\‘ @
| N d IC B E RT https://huggingface.co/aidbharat/indic-bert

* Pre-trained Indic LM for NLU applications

/r MASK LM MASIH LM
T XY P e Large Indian language content (8B tokens)
ALBERT * 11 Indian languages
G (5 - (B8 G (B - By * +Indian English content
tﬁ rint :tP ff .es  [TokM o
R S L S * Multilingual Model

e Compact Model (~¥20m params)
* Competitive/better than mBERT/XLM-R

T A
Jf % a6 * Simplify fine-tune for your application
Hs 805 * 10k downloads per month on HuggingFace
joint Pre-training

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, Evaluation Benchmarks and Pre-trained Multilingual
Language Models for Indian Languages. Findings of EMNLP. 2020.


https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert

https://indicnlp.ai4bharat.org/indic-bart o\ &
INdicBART Il)

* Pre-trained Indic S2S for NLG applications

e Large Indian language content (8B tokens)
Whoaml?ds>Whered:lcomefmm?</s><Eﬂ> ° 11 Indian Ianguages
[rrmrmemmaer] * + Indian English content

* o
Where did __ from ? </s>Who __ | __ </s> <En> <En> Who am | ? </s> Where did | come from ? </s> . o Multlllngual MOdel
T " |0 e Compact Model (~224m params)

: * Competitive with mBART50 for MT and
MR . os>Fh __«/s> ala> <lasFh Ue & . </e=~ G AR . <o Su m marlzatlon

Multilingual Denoising Pre-Training (mBART)
* Simply fine-tune for your application

[ Transformer Decoder ]

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic Languages. Arxiv preprint
2109.02903. 2021.


https://indicnlp.ai4bharat.org/indic-bert

https://indicnlp.ai4bharat.org/indic-trans/

IndicTrans

https://indicnlp.ai4bharat.org/samanantar/

 Samanantar: Largest publicly available parallel corpus for Indian languages
e English-Indian languages (11 language pairs, 49m sentence pairs)
* Indian-Indian languages (110 language pairs, 80+ million sentence pairs)

* Large-scale mining of parallel corpora from web pages

* Multilingual Translation Model
 State-of-the-art open-source model

* Deployed in the Supreme Court of India & Bangladesh

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh Khapra & others. Samanantar: The Largest Publicly Available Parallel
Corpora Collection for 11 Indic Languages. TACL. 2021.


https://indicnlp.ai4bharat.org/indic-trans/
https://indicnlp.ai4bharat.org/samanantar/

Future Goals

Full NLP stack

Text Generators

Inference Engines

Text Analysers

Input Tools

» |1
=

Translation

Dialog
7
QA NLI
@@@@ (*xx.?
Named Entity Sentiment
Recognition  Analysis
= &
Keyboards  Spell checkers

for 22 languages

Summarisation

53 ........

Paraphrase Detection

L

- (e

. A B - ooooooo ©
Topic Content

Classification Filters

AN

TTF



summary

* Deep Learning presents a unique opportunity to build NLP
technologies at scale for Indian languages

e Utilizing language relatedness is important to this mission

* The orthographic similarity of Indian languages is a strong starting
point for utilizing language relatedness.

* Contact as well as genetic relatedness are useful in the context of
Indian languages.

* Multilingual pre-trained models trained on large corpora needed for
transfer learning in NLU and NLG tasks.



Thank You!

anoop.kunchukuttan@gmail.com

http://anoopk.in
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