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Internet User Base in India (in million)

Usage and Diversity Indian Languages

Source: Indian Languages: Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers

Sources: Wikipedia, Census of India 2011
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Scalability Challenges for NLP solutions
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The Opportunity for Indian Language NLP 

Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models



Representation Learning



Let us look at a simple NLP application – Sentiment Analysis 

Positive

Negative

Neutral

?

An example of a text classification problem



A Machine Learning Pipeline for Text Classification

Text Instance Class

Feature vector

Training set

Train

Classifier

Training Pipeline 

Text Instance Class

Feature vector

Test Pipeline 

f(x) →Model

Decision Function
sign(f(x))

Positive Negative

?



Simple Features

Bag-of-words (presence/absence)

Well-made hit script lovely boring music

1 1 1 1 0 1

Large and sparse feature vector: size of 
vocabulary
Each feature is atomic → similarity 
between features, synonyms not captured

More features

• Bigrams: e.g. lovely_script

• Presence in [positive/negative] 
sentiment word list

• Negation words

• Is the sentence sarcastic (output 
from saracasm classifier?)

• These features have to be hand-crafted manually 
– repeat for domains and tasks

• Need linguistic resources like POS, lexicons, 
parsers for building features

• Can some of these features be discovered from 
the text in an unsupervised manner using raw 
corpora?  



Text Instance

Feature vector

Can we replace the 
high-dimensional, resource-heavy 
document feature vector
with 
• low-dimensional vector 
• learnt in an unsupervised manner 
• subsumes many linguistic features

Distributed Representations

Distributional Hypothesis

“A word us known by the company it keeps”             - Firth (1957)

“Words that occur in similar contexts  tend to have similar meanings”
- Turney and Pantel (2010)



He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad

• The distribution of the context defines the word 
• Can define notion of similarity based on contextual distributions

unhappy

sad

water

Similarity of words can be defined in terms of vector similarity: 
Cosine similarity, Euclidean distance, Mahalanobis distance

Similarity across languages

Contextual representation of words



A Typical Deep Learning NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)



Multilinguality



Represent semantically similar language artifacts in the same vector space

Words

water

தண்ணரீ்

पानी

fire आग
தீ



Represent semantically similar language artifacts in the same vector space

Sentences

All human beings are 
born free and equal 
in dignity and rights. 

ஒரு நாட்டின் 
குடியினராகவிருக்கும் 

உரிமை 
ஒவ்வவாருவருக்குமுண்

டு

प्रत्येक व्यक्ति को ककसी भी 
राष्ट्र-विशेष को नागररकिा का 

अधिकार है ।

Everyone has the right 
to life, liberty and the 
security of person.

प्रत्येक व्यक्ति को जीिन, 
स्िािीनिा और िैयक्तिक 
सुरक्षा का अधिकार है ।

வாழ்வதற்கும், 
சுதந்திரத்திற்கும் 

பாதுகாப்பிற்கும் சகலரும் 
உரிமையுமையயாராவர்.



Represent semantically similar language artifacts in the same vector space

Documents

Chennai

வசன்மன

चने्नई
Uttar Pradesh उत्तर प्रदेश

உத்தரப்பிரயத
சம்



How does multilinguality help?

Single model for multiple languages

Smaller Deployment 
Footprint

Easier Model 
Maintenance



How does multilinguality help?

Better performing, more capable models

Better generalizable 
models

Good
Low-resource 
performance

Surprising
Zero-shot 

performance

Transfer LearningDiverse data, 
linguistic regularization 



Decoder
Shared

Encoder

Shared 
Attention 

Mechanism

Tamil

Malayalam

English

Multilingual Indian Language → en Translation Models

Concatenate 
Parallel 
Corpora

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

We want Malayalam → English translation ➔ but little parallel corpus is available
We have lot of Tamil → English parallel corpus



How do we support multiple target languages with a single decoder?

A simple trick!: Append input with special token indicating the target language

Original Input: France and Croatia will play the final on Sunday 

Modified Input: France and Croatia will play the final on Sunday   <ta>

Still a challenging problem

English → Indian Languages

Multilingual MT System for
En→ ta and en→ml 

en’
ta



Sample from 
Parallel Corpora

Combine Parallel 
Corpora

ml ta ml’ ta’

ml’

ta’

Train

Train Finetune

ta

ml

Model for ta Model tuned for ml

Joint Training

Transfer Learning

Training Multilingual NMT systems

Model for 
ta and ml



Zeroshot Translation into English

ta te

Train
Model for 
ta and te

kn

Test



ta → en

ml → en

Train

Model for 
ta → en
ml → en
en→ ta
en→ te
ta→ te
te→ ta

Zeroshot Translation between Indian 
languages



Language Relatedness



Related Languages

Related by Genealogy Related by Contact

Language Families

Dravidian, Indo-European, Turkic

(Jones, Rasmus, Verner, 18th & 19th centuries, Raymond ed. (2005))

Linguistic Areas
Indian Subcontinent, 

Standard Average 
European

(Trubetzkoy, 1923)Related languages may not belong to the same language family!
26

Why are Indian languages related?



English Vedic Sanskrit Hindi Punjabi Gujarati Marathi Odia Bengali

bread Rotika chapātī, roṭī roṭi paũ, roṭlā

chapāti, 

poli, bhākarī pauruṭi (pau-)ruṭi

fish Matsya Machhlī machhī māchhli māsa mācha machh

hunger

bubuksha, 

kshudhā Bhūkh pukh bhukh bhūkh bhoka khide

English Tamil Malayalam Kannada Telugu

fruit pazham , kanni pazha.n , phala.n haNNu , phala pa.nDu , phala.n

ten pattu patt,dasha.m,dashaka.m hattu padi

Indo-Aryan 

Dravidian

Cognates & Borrowed words in Indian Languages 

Source: Wikipedia and IndoWordNet

Sanskrit word Language Loanword English

cakram Tamil cakkaram wheel

matsyah Telugu matsyalu fish

ashvah Kannada ashva horse

jalam Malayalam jala.m water

Indo-Aryan words in
Dravidian languages

Other borrowings like echo 
words, retroflex sounds in 
other direction. (Subbarao, 
2012)



(Kudungta et al, 2019)

Transfer Learning works best for related languages

Transformer models are powerful 
enough to learn multilingual 
representation ➔
but similarity priors (natural or 
induced) help

Motivation for: 
- Building multilingual systems 

systems specific to language 
families

- Transfer learning from a related 
parent

Encoder Representations cluster by language family



Key Similarities between related languages

भारिाच्या स्िािंत्र्यददनाननमित्त अिेररकेिील लॉस एन्जल्स शहराि काययक्रि आयोक्जि करण्याि आला
bhAratAcyA svAta.ntryadinAnimitta ameriketIla lOsa enjalsa shaharAta kAryakrama Ayojita karaNyAta AlA

भारिा च्या स्िािंत्र्य ददना ननमित्त अिेररके िील लॉस एन्जल्स शहरा ि काययक्रि आयोक्जि करण्याि आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारि के स्ििंत्रिा ददिस के अिसर पर अिरीका के लॉस एन्जल्स शहर िें काययक्रि आयोक्जि ककया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Marathi

Marathi
segmented

Hindi

Lexical: share significant vocabulary (cognates & loanwords)

Morphological: correspondence between suffixes/post-positions

Syntactic: share the same basic word order
29

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Orthographic Similarity



• Largely overlapping character set, but the visual rendering differs

• highly overlapping phoneme sets

• Highly consistent grapheme-to-phoneme mapping

Brahmi-derived Indic scripts are orthographically similar 



Script Conversion
• Read any script in any script

• Unicode standard enables consistent script conversion with a single rule

unicode_codepoint(char) - Unicode_range_start(L1)  +  Unicode_range_start(L2)

કેરલાকেরলা

केरला

As a developer, you can read text in a script you understand

Only a single mapping needed for Romanization too

kerala

Indian Language Speech sound Label set (Samudravijaya & Murthy, 2012)



A simple and powerful property to utilize 

relatedness between Indian languages

Pre-requisite to Neural Transfer Learning: Represent all data in a common script



Multilingual Transliteration

Train a joint transliteration model for 
multiple Indian languages to English 

& vice-versa

Example of Multi-task Learning

Similar tasks help each other

Zero-shot transliteration is possible

Perform Telugu → English transliteration 
even if network has not seen that data

Malayalam ക ോഴികകോട് kozhikode

Hindi केरल kerala

Kannada ಬ ೆಂಗಳೂರು bengaluru

Pool training sets

Malayalam कोमितकोट् kozhikode

Hindi केरल kerala

Kannada ब गंळूरु bengaluru

Convert to a common script

(Kunchukuttan, et al, 2018)

On the other hand, we cannot pool Hindi and Urdu data 
Though they are pretty much the same language ➔ The scripts are very different



Traditionally organized as per 
sound phonetic principles

shows various symmetries

2

1

3

4 5

6

Useful for unsupervised 
transliteration



Lexical Similarity



Lexical Similarity
(Words having similar form and meaning)

• Cognates

• Loan Words

a common etymological origin

roTI (hi) roTlA (pa) bread

bhai (hi) bhAU (mr) brother

borrowed without translation

matsya (sa) matsyalu (te) fish

pazha.m (ta) phala (hi) fruit

• Named Entities

• Fixed Expressions/Idioms

do not change across languages

mu.mbaI (hi) mu.mbaI (pa) mu.mbaI (pa)

keral (hi) k.eraLA (ml) keraL (mr)

MWE with non-compositional semantics

dAla me.n kuCha kAlA honA (hi)
Something fishy

dALa mA kAIka kALu hovu (gu)

Enables sharing of data across languages



Why it matters

भारिा च्या स्िािंत्र्य ददना ननमित्त अिेररके िील लॉस एन्जल्स शहरा ि काययक्रि आयोक्जि करण्याि आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारि के स्ििंत्रिा ददिस के अिसर पर अिरीका के लॉस एन्जल्स शहर िें काययक्रि आयोक्जि ककया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Lexical Overlap  ➔ Representation overlap
Makes it easier for the model to learn

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Decoder
Shared

Encoder

Shared 
Attention 

Mechanism

Tamil

Malayalam

English

Multilingual Indian Language → en Translation Models

Concatenate 
Parallel 
Corpora

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

We want Malayalam → English translation ➔ but little parallel corpus is available
We have lot of Tamil → English parallel corpus

• Train models at the subword-level (BPE etc). 
• Represent data in a common script 



Syntactic Similarity

भारिा च्या स्िािंत्र्य ददना ननमित्त अिेररके िील लॉस एन्जल्स शहरा ि काययक्रि आयोक्जि करण्याि आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारि के स्ििंत्रिा ददिस के अिसर पर अिरीका के लॉस एन्जल्स शहर िें काययक्रि आयोक्जि ककया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Syntactic Divergence ➔Makes it more difficult for the model to learn common representations

India ke Independence day ke occasion par america ke los angeles city me programme
organize kiya gaya

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Source reordering for SMT

Change order of words in input sentence to match word order in the target language

Bahubali earned more than 1500 crore rupees at the boxoffice

Bahubali the boxoffice at 1500 crore rupees earned

बाहुबली ने बॉतसओकिस पर 1500 करोड रुपए किाए

(Kunchukuttan et al., 2014)

A common set of rules can 
be written for all Indian 
languages

Rules from (Ramanathan et al. 
2008, Patel et al. 2013) for Hindi.

https://github.com/anoopkunchukuttan/cfilt_preorder

https://github.com/anoopkunchukuttan/cfilt_preorder


Language Relatedness can be successfully utilized 

between languages where contact relation exists

Experiment BLEU

Baseline 12.91

+ Hindi as helper language 16.25

Tamil to English NMT with transfer-learning using Hindi



Pre-trained Models



Representation Learning

Multilingual learning

Pre-trained Models
How do we understand linguistics similarities ➔

synonymy, parts-of-speech, word categories, analogies

How do we know if the sentence is grammatically correct? 

How do we know if the sentence makes sense?

Task-independent models that know about language

Automatic Feature Extraction
Continuous Space Representation 
Numerical Optimization at disposal

Transfer Learning
Better generalizability across languages

These capabilities are important for generalization

Supervised data not sufficient



Word Embeddings Encoder Language 
Model for NLU

Encoder-decoder 
Language Model 

for NLU+NLG

Decoder Language 
Model for NLG

• computationally intensive to train
• trained on a large amount of raw text corpora
• giant models

Multilinguality

MUSE

Language models are

mBERT mBART

Trained on a large amount of raw text corpora with unsupervised objectives



Language understanding for tasks like sentiment analysis, question answering, paraphrase detection

Language modeling & Language generation for tasks like summarization, ASR, question generation

Task-independent
Pre-training

Task-independent
finetuning

Task-independent
training

Feature Extraction

Pre-train once, reuse for multiple downstream tasks

Only task-specific training: less data & less computation 

Pre-trained model

Task-specific 

model

Task-specific 

model



Multi-linguality and Pre-training are complementary

Pre-trained model
Multilingual Training 

Data

Language-family specific pre-trained model
• Compact pre-trained models
• Utilize language relatedness
• Better data representation

Pre-trained model
High-resource Language 

Training Data

Improved
Zero-shot

performance

Low-resource Language 
Test Data

Improved
low-resource 
performance



Putting these ideas together into usable systems …



Researcher Microsoft

AI4Bharat
An IIT Madras Initiative

https://indicnlp.ai4bharat.org

https://indicnlp.ai4bharat.org/


Mission Statement

Bring parity with English

in AI tech for Indian languages

with open source contributions

We want to be the Apache for Indian 
Languages AI stack



What have we done so far? 

IndicCorp

Corpora for 11 Indic 

languages

IndicGLUE

NLU Benchmarks for 

Indian languages

IndicBERT

Compact Language 

Models for NLU for 

Indian languages

IndicBART

Compact Language 

Models for NLG for 

Indian languages



What have we done so far? 



Our Approach

Mine Labelled 
datasets



IndicBERT

• Pre-trained Indic LM for NLU applications
• Large Indian language content  (8B tokens)

• 11 Indian languages
• + Indian English content

• Multilingual Model
• Compact Model (~20m params)
• Competitive/better than mBERT/XLM-R
• Simplify fine-tune for your application
• 10k downloads per month on HuggingFace

https://indicnlp.ai4bharat.org/indic-bert

https://huggingface.co/ai4bharat/indic-bert

A

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, Evaluation Benchmarks and Pre-trained Multilingual 

Language Models for Indian Languages. Findings of EMNLP. 2020.

https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert


IndicBART

• Pre-trained Indic S2S for NLG applications
• Large Indian language content  (8B tokens)

• 11 Indian languages
• + Indian English content

• Multilingual Model
• Compact Model (~224m params)
• Competitive with mBART50 for MT and 

summarization
• Simply fine-tune for your application

https://indicnlp.ai4bharat.org/indic-bart

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic Languages. Arxiv preprint 

2109.02903. 2021.

https://indicnlp.ai4bharat.org/indic-bert


IndicTrans

• Samanantar: Largest publicly available parallel corpus for Indian languages
• English-Indian languages (11 language pairs, 49m sentence pairs)

• Indian-Indian languages (110 language pairs, 80+ million sentence pairs)

• Large-scale mining of parallel corpora from web pages

• Multilingual Translation Model
• State-of-the-art open-source model

• Deployed in the Supreme Court of India & Bangladesh

https://indicnlp.ai4bharat.org/indic-trans/

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh  Khapra & others. Samanantar: The Largest Publicly Available Parallel 

Corpora Collection for 11 Indic Languages. TACL. 2021.

https://indicnlp.ai4bharat.org/samanantar/

https://indicnlp.ai4bharat.org/indic-trans/
https://indicnlp.ai4bharat.org/samanantar/


Future Goals
for 22 languages 

Standardise fonts



Summary

• Deep Learning presents a unique opportunity to build NLP 
technologies at scale for Indian languages

• Utilizing language relatedness is important to this mission

• The orthographic similarity of Indian languages is a strong starting 
point for utilizing language relatedness.

• Contact as well as genetic relatedness are useful in the context of 
Indian languages.

• Multilingual pre-trained models trained on large corpora needed for 
transfer learning in NLU and NLG tasks.



Thank You!

anoop.kunchukuttan@gmail.com

http://anoopk.in

mailto:anoop.kunchukuttan@gmail.com
http://anoopk.in/
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