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LLM Specialization

Src: Understanding Reasoning LLMs

https://sebastianraschka.com/blog/2025/understanding-reasoning-llms.html


Thinking stage

Answering stage: 
explanation

More thinking time leads to better answers
Answering stage: 

final answer



Thinking …
Very detailed 
self-dialogue

https://github.com/marketplace/models/azureml-deepseek/DeepSeek-R1/playground 

https://github.com/marketplace/models/azureml-deepseek/DeepSeek-R1/playground


Final answer



Src: Understanding Reasoning LLMs

When should we use reasoning models?

https://sebastianraschka.com/blog/2025/understanding-reasoning-llms.html


DeepSeek Impact

• DeepSeek v3: Open-weight Frontier LLM trained using very efficient 
methods at a cheap cost on sub-optimal hardware.

• DeepSeek R1: Open-weight State-of-the art reasoning model 
competitive with OpenAI’s o1 models.

Open-weight, efficient, state-of-the results, well-documented methods!



DeepSeek v3 Model Summary

• 671B parameters, MoE, 37B active 
parameters

• Trained on 15T tokens
• Trained on 2048 GPUs for 2 months, $6m 
• Efficiency through techniques like

• FP8 training
• Improved quantization
• Multi-head latent attention
• Aux loss free load balancing
• MoE optimizations 
• Multi-token predictions

• Competitive with all frontier models

https://arxiv.org/abs/2412.19437 

https://arxiv.org/abs/2412.19437


DeepSeek-R1 at a glance
•  Performance on par with OpenAI-o1

•  Open-weights model & technical report 

•  MIT licensed: Distill & commercialize freely

•  Open-Weights Distilled Models (Llama/Qwen-based)

•        Open-sourced some innovations that power the efficient implementation 

•        Thinking tokens are visible

•  Website & API: chat.deepseek.com

Performance on benchmarks

API Cost Compared

https://chat.deepseek.com/


What does DeepSeek R1 release provide?

• DeepSeek Models
• R1-Zero and R1 (16 H100 GPUs via vLLM)
• 671B param models 

• Distilled models: Qwen and Llama3 models ranging from 1.5 B 
params to 70B params 
• SFT distillation only

• Chat Website 
• API –very low price compared to o1



Training Overview

RL on base DSv3-base
Infuse reasoning

“Cold-start” SFT Model
Improve readability

Synthetic Data 
Generation

For SFT

RL on “cold-start” model
Reasoning
Readability 

language consistency 

SFT on diverse data
Add general capabilities 

Final RL
Support all scenarios

DeepSeek-R1-Zero

DeepSeek-R1



1. Kickstart Reasoning: RL on Base Model
• Large-scale pure RL on base model (no SFT)

• To learning reasoning
• No supervised data

• No reasoning traces
• Only rule-based verification function or  gold-responses

• Use GRPO – more efficient, no critic model
• Accuracy and format rewards

Src: The Illustrated DeepSeek-R1 - by Jay Alammar

https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1


Automatically learns to
• Think more 
• Re-evaluate previous steps
• Explore alternative directions 

“Aha Moment”

Model improves with more training Model ‘thinks’ more with more training

Poor readability and language mixing 

Already good at reasoning



2. SFT “Cold Start”

• To improve readability 
• Better initialization for general performance
• Generate small amount of long CoT data from R1-Zero model 

• Few-shot prompting and filtering 



3. Large-scale RL for reasoning

• Do same reasoning as Step 1 on the “cold-start” SFT model
• Rewards

• Accuracy Rewards  (main objective)
• Format Rewards
• Language Consistency Rewards



4. SFT to Introduce General Capabilities

• Creating training data that comprises both reasoning and other 
tasks 
• 600k reasoning, 200k others 

• Reasoning data: Use previous model + rejection sampling + 
filtering for high quality data 

• Non-reasoning data: DeepSeek-v3 pipeline
• SFT for 2 epochs 



5. Final RL for all Scenarios

• Align model to human preferences 
• Improve model helpfulness and harmlessness 

• Rewards Signals: 
• Reasoning data: rule-based as in previous RL stages 
• Non-reasoning: from human preferences 



Distilling the models

Distilled Models are much weaker than R1, 
but competitive/better than other small reasoning models 



Distillation vs. Pure RL

Distillation of large, strong base models yields significantly >> RL on a weaker base model 

Why?
• Better Base models are needed for the RL Process to find interesting solution
• Most LLMs are now trained with synthetic data/Chain of Thought Data



Key Takeaways

• It is not important to start with SFT model
• In fact, might be detrimental 
• Complex Reasoning behaviour emerges from pure RL

• Having a high-quality, large base model is important
• Distillation on large RL model better than RL on a smaller model

• Long context is also important for the model to learn reasoning, 
reflection, backtracking, reevaluation, etc.

• No Process Reward model was used 
• Pure RL with outcome rewards alone can achieve o1-level performance 
• Reduces the need for fine-grained supervised data 



Open Source Efforts
Data Curation & SFT Distillation
Reinforcement Learning



Data Curation and Distillation

• Multiple open-source efforts: BeSpoke, OpenThoughts, Dolphin, 
Open-R1 (from Huggingface)

• Most efforts are using DeepSeek API
• Open-R1trying to generated using hosted DeepSeek-R1
• Needs 32 H100s for a decent throughput (32 requests in parallel)
• Avg response length is 6k tokens

Dataset Domains Size 
Bespoke Math, Code 17k 

OpenThoughts Math, Code, Science, Puzzle 114k 

Dolphin Diverse instructions trying to 
follow R1 distribution 300k 

Open-R1-Math-220k Math 220k 

Open-source models are starting to equal performance of the equivalent DeepSeek distilled models

Model AIME24 MATH500 GPQA-D LCBv2 All
OpenThinker-32B 66 90.6 61.6 68.9
OpenThinker-7B 31.3 83 42.4 39.9
Bespoke-Stratos-
7B 16.6 79.6 38.9 35.8

DeepSeek-R1-
Distill-Qwen-32B 76.7 89.4 57.6 71.2

DeepSeek-R1-
Distill-Qwen-7B 60 88.2 46.9 50.1

gpt-4o-0513 10 75.8 46.5 50.5
o1-mini 63 85.6 60 72.8

https://huggingface.co/datasets/bespokelabs/Bespoke-Stratos-17k
https://huggingface.co/datasets/open-thoughts/OpenThoughts-114k
https://huggingface.co/datasets/cognitivecomputations/dolphin-r1
https://huggingface.co/datasets/open-r1/OpenR1-Math-220k


Journey vs. Shortcut Learning
Should you finetune on: 
1. Correct reasoning trace
2. Entire reasoning trace including correction, verification, etc.

Initial evidence that Journey learning can improve reasoning quality

(Qin et al. 2024)



Role of Supervised Finetuning

(Yeo et al. 2025)



Reinforcement Learning

• TinyZero (from UCB): https://github.com/Jiayi-Pan/TinyZero 
• Reproduction of R1-Zero on countdown and multiplication tasks 
• Initial findings: Choice of RL method doesn’t matter
• Initialization with IFT model converges faster

• SimpleRL-Reason (from HKU): https://hkust-nlp.notion.site/simplerl-reason)

• Observe similar training dynamics and self-reflection behaviour as R1
• 8B model trained on small Math dataset 
• Improvement over other Math models, but lags DeepSeek distilled models

• Open-R1:
• GRPO implementation added to HuggingFace TRL library
• Initial results on Math500 look promising

Replicate DeepSeek R1-Zero on smaller models and simple tasks

https://github.com/Jiayi-Pan/TinyZero
https://hkust-nlp.notion.site/simplerl-reason


Learning to reasoning efficiently
Controlling the model’s thinking time

Control thinking time i.e. # thinking tokens
Encourage shorter reasoning traces
Length of reasoning traces proportional to problem complexity

(Arora & Zanette 2025)

Simple Task Difficult Task

Add a length-penalty term to the reward function

Token length can be controlled at inference time

Model learns to think more for difficult problems



Budget Forcing
Is there an easy way to control the model’s thinking time?

(Meunighoff et al. 2025)

Control length of output using keyword tokens

Force decode Wait tokens to instruct the model to 
generate for longer.
   Model can self-verify, correct, backtrack, etc.

Force decode End of Thinking token to force 
model to generate final answer.



Debiasing R1 
(R1-1776 by Perplexity AI) DeepSeek R1 R1 - 1776

Post-train R1 on non-censored data  on censored topics 
in China
• Identify censored prompts using a custom-built classifier
• Generate CoT (how? not clear)
• Finetune R1 

Censorship is reduced significantly 

Performance on benchmarks on par 
with R1

https://www.perplexity.ai/hub/blog/open-sourcing-r1-1776

https://huggingface.co/perplexity-ai/r1-1776-
distill-llama-70b 

https://huggingface.co/perplexity-ai/r1-1776-distill-llama-70b
https://huggingface.co/perplexity-ai/r1-1776-distill-llama-70b


Directions to Explore now!

• Distillation
• Closing the distillation gap with respect to the RL teachers
• Inference efficiency of distilled models

• Reasoning with RL
• Scaling Open-source RL learning

• Multilingual
• How do reasoning models work in non-English settings?
• Multilingual thinking
• Multilingual reasoning benchmarks



Thank You!

anoop.kunchukuttan@gmail.com

https://anoopkunchukuttan.gitlab.io 

mailto:Anoop.kunchukuttan@gmail.com
https://anoopkunchukuttan.gitlab.io/


Reading Material
• DeepSeek-AI. DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via 

Reinforcement Learning. 2025
• DeepSeek-AI. DeepSeek-V3 Technical Report. 2025.
• Jay Al Ammar’s “The Illustrated DeepSeek R1” . 2025.
• Nathan Lambert’s “DeepSeek R1's recipe to replicate o1 and the future of reasoning 

LMs”. 2025. 
• Nathan Lambert “DeepSeek V3 and the actual cost of training frontier AI models”. 2025.

• HuggingFace Post on “Scaling Test Time Compute”. 2024.
• Lightman et al. “Let's Verify Step by Step”. ICLR 2024. 
• Phil Schmid. Mini-R1: Reproduce Deepseek R1.... 2025. 
• Qin et al. O1 Replication Journey.... 2024.
• Yeo et al., Demystifying Long Chain-of-Thought Reasoning in LLMs. 2025.

• Arora and Zanette. Training Language Models to Reason Efficiently. 2025.
• Meuninghoff et al. s1: Simple test-time scaling. 2025.

https://arxiv.org/abs/2501.12948
https://arxiv.org/abs/2501.12948
https://arxiv.org/abs/2412.19437
https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1
https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1
https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1
https://www.interconnects.ai/p/deepseek-v3-and-the-actual-cost-of
https://huggingface.co/spaces/HuggingFaceH4/blogpost-scaling-test-time-compute
https://arxiv.org/abs/2305.20050
Mini-R1:%20Reproduce%20Deepseek%20R1...
https://arxiv.org/abs/2410.18982
https://arxiv.org/abs/2502.03373
https://arxiv.org/abs/2502.04463
https://arxiv.org/abs/2501.19393
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