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Mission Statement

Bring parity with English 
in AI tech for Indian languages 

with open data and open source contributions

We want to be the Apache for 
Indian Languages AI stack

Build an ecosystem of datasets, models, partners 
and stakeholders to advance IndicNLP



Raw Corpora

Domain-specific Corpora

Corpus Processing Tools

Corpora Tools/Models



Raw Corpora

Domain-specific Corpora

Corpus Processing Tools

Corpus Mining Tools

Training Datasets

Evaluation Datasets



Raw Corpora

Domain-specific Corpora

Corpus Processing Tools

Corpus Mining Tools

High-performing models

Training Datasets

Deployable models

Developer Tools

Evaluation Datasets



Raw Corpora

Domain-specific Corpora

Corpus Processing Tools

Corpus Mining Tools

High-performing models

Training Datasets

Deployable models

Developer Tools

Applications

Evaluation Datasets

Input/content generation tools



Goal for 22 languages 

Standardise fonts



Founding Principles

Move Fast

Think Big 22 languages, industry-scale models

solve problems today

Deliver Performance

Mine Data

Best-in-class models, compute-efficiency

collective intelligence, smart annotation

Democratize Indic NLP open-source models and datasets

Do Good Science publish in top-tier conferences



What have we done so far?



What have we done so far? 

IndicCorp

Large Monolingual 
corpora for 11 Indian 
languages

IndicGLUE

NLU benchmark 
datasets

IndicBERT

Compact pre-trained 
language models for 
NLU

IndicFT: 
word embeddings

IndicBART

Compact pre-trained 
seq2seq models for 
NLG

IGLUE

Basic Infrastructure: Raw corpora & core language models

https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-bert
https://indicnlp.ai4bharat.org/indicft
https://indicnlp.ai4bharat.org/indic-bart


What have we done so far? 

Input Tools

Romanized keyboards 
for under-represented 
languages

INCLUDE

Datasets and efficient 
models for isolated 
Indian Sign Language

Samanantar

Parallel corpus, 
translation models 
between English & 
11 Indic languages

IndicWav2Vec

Large-scale raw 
audio corpora & 
ASR models for 9 
Indian languages

Data and models for various end tasks

https://sign-language.ai4bharat.org
https://indicnlp.ai4bharat.org/samanantar
https://indicnlp.ai4bharat.org/indicwav2vec


https://github.com/AI4Bharat/indicnlp_catalog

IndicNLP Catalog

Evolving, collaborative catalog of 

Indian language NLP resources

Please add resources you know of 

and send a pull request

https://github.com/AI4Bharat/indicnlp_catalog


Where and Why do we need Indic NLP solutions today?



Internet User Base in India (in million)

Usage and Diversity of Indian Languages

Source: Indian Languages: 
Defining India’s Internet KPMG-Google Report 2017

• 4 major language families 

• 22 scheduled languages 

• 125 million English speakers

• 8 languages in the world’s top 20 languages

• 30 languages with more than 1 million speakers
Sources: Wikipedia, Census of India 2011





Search

Recommenda
tion

Translation

Question & 
Answering

Transliteration

Information 
Extraction & 

Categorization

Entity 
Identification

Entity Linking

Applications requiring Indian language support

Code-mix 
Processing



Scalability Challenges for NLP solutions

DeploymentTraining Data

Evaluation

Model size

Inference 
time

Maintenance

Data size

Annotation 
Skills

Effort and cost 
increase as 
languages 
increase

Quality 
Judgments

Feedback for 
improvement

Annotation 
Quality

Languages

Raw & domain-specific 
data

Dev tools



Raw Text Corpora
English
Hindi

Wikipedia
articles

6m

150k

Parallel Corpora En-fr (OPUS)
En-hi (IITB)

Sentence
pairs

500m

1.5m

NER Corpora
en (CoNLL 2003)
hi (FIRE)

Tokens 200k

  40k

QA en (SQuAD 1.1)
hi (MMQA)

Question-Answer 
Pairs

100k

  4.6k

We are faced with a huge data skew



What is our approach?



The Opportunity for Indian Language NLP 

Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models

Our Technical Direction



The Opportunity for Indian Language NLP 

Deep Learning based NLP

Multilinguality
Language 

Relatedness
Pre-trained 

Models

Representation Learning

Language Agnostic 
Models

Effective Transfer 
Learning

Infuse linguistic and world 
knowledge into models

Our Technical Direction

Mine Datasets



Representation Learning
Traditional feature engineering requires linguistic resources



Let us look at a simple NLP application – Sentiment Analysis 

Positive

Negative

Neutral

?

An example of a text classification problem



A Machine Learning Pipeline for Text Classification

Text Instance Class

Feature vector

Training set

Train

Classifier

Training Pipeline 

Text Instance Class

Feature vector

Test Pipeline 

f(x) 🡺 Model

Decision Function
sign(f(x))

Positive

Negative

Negative

?



Simple Features

Bag-of-words (presence/absence)

Well-made hit script lovely boring music

1 1 1 1 0 1

Large and sparse feature vector: size of 
vocabulary
Each feature is atomic 🡺 similarity 
between features, synonyms not captured

More features

• Bigrams: e.g. lovely_script

• Presence in [positive/negative] 
sentiment word list

• Negation words

• Is the sentence sarcastic (output 
from saracasm classifier?)

• These features have to be hand-crafted 
manually – repeat for domains and tasks

• Need linguistic resources like POS, lexicons, 
parsers for building features

• Can some of these features be discovered from 
the text in an unsupervised manner using raw 
corpora?  



Text Instance

Feature vector

Can we replace the 
high-dimensional, resource-heavy document 
feature vector
with 
• low-dimensional vector 
• learnt in an unsupervised manner 
• subsumes many linguistic features

Distributed Representations

Distributional Hypothesis

“A word is known by the company it keeps”             - Firth (1957)

“Words that occur in similar contexts  tend to have similar meanings”
- Turney and Pantel (2010)



He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad

• The distribution of the context defines the word 
• Can define notion of similarity based on contextual 

distributions

unhappy

sad

water

Similarity of words can be defined in terms of vector 
similarity: Cosine similarity, Euclidean distance, Mahalanobis 
distance

Similarity across languages

Contextual representation of words



A Typical Deep Learning NLP Pipeline

Text Tokens Token Embeddings

Text EmbeddingApplication specific Deep 
Neural Network layers

Output
(text or otherwise)



Multilinguality
But we still need training data for each language?



Represent semantically similar language artifacts in the same vector space

Words

water

தண்ணரீ்

पानी

fire आग
தீ



Represent semantically similar language artifacts in the same vector space

Sentences

All human beings 
are born free and 
equal in dignity and 
rights. 

ஒரு நாட்டின் 
குடியினராகவிருக்கும் 

உரிைம 
ஒவ்ெவாருவருக்குமு

ண்டு

प्रत्येक व्यिक्त को कसी भी 
राष्ट्र-वशषे को नागरकता का 

अधकार है ।

Everyone has the 
right to life, liberty 
and the security of 
person.

प्रत्येक व्यिक्त को जीवन, 
स्वाधीनता और वैयिक्तक 
सुरक्षा का अधकार है ।

வாழ்வதற்கும், 
சுதந்திரத்திற்கும் 
பாதுகாப்பிற்கும் 

சகலரும் 
உரிைமயுைடேயாராவர்.



Represent semantically similar language artifacts in the same vector space

Documents

Chennai

ெசன்ைன

चेन्नई

Uttar Pradesh
उत्तर प्रदेश

உத்தரப்பிரேத
சம்



How does multilinguality help?

Single model for multiple languages

Smaller Deployment 
Footprint

Easier Model 
Maintenance



How does multilinguality help?

Better performing, more capable models

Better generalizable 
models

Good
Low-resource 
performance

Surprising
Zero-shot 

performance

Transfer LearningDiverse data, 
linguistic regularization 



Decoder
Shared

Encoder

Shared 
Attention 

Mechanism

Tamil

Malayalam

English

Multilingual Indian Language 🡺 en Translation Models

Concatenate 
Parallel 
Corpora

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

We want Malayalam 🡺 English translation 🡺 but little parallel corpus is available
We have lot of Tamil 🡺 English parallel corpus



How do we support multiple target languages with a single decoder?

A simple trick!: Append input with special token indicating the target language

Original Input: France and Croatia will play the final on Sunday 

Modified Input: France and Croatia will play the final on Sunday   <ta>

Still a challenging problem

English 🡺 Indian Languages

Multilingual MT System for
En 🡺 ta and en 🡺 ml 

en’
ta



Sample from 
Parallel Corpora

Combine Parallel 
Corpora

ml ta ml’ ta’

ml’

ta’

Train

Train Finetune

ta

ml

Model for ta Model tuned for ml

Joint Training

Transfer Learning

Training Multilingual NMT systems

Model for 
ta

 
and ml



Zeroshot Translation into English

ta te
Train

Model for 
ta and te

kn

Test



ta 🡺🡺  en 

ml 🡺🡺 en

Train

Model for 
ta 🡺  en
ml 🡺 en
en 🡺  ta
en 🡺 te
ta🡺 te
te 🡺 ta 

Zeroshot Translation between Indian 
languages



Language Relatedness



Related Languages

Related by Genealogy Related by Contact

Language Families
Dravidian, Indo-European, Turkic

(Jones, Rasmus, Verner, 18th & 19th centuries, Raymond ed. 
(2005))

Linguistic Areas
Indian Subcontinent, 

Standard Average 
European

(Trubetzkoy, 1923)
Related languages may not belong to the same language family! 42

Why are Indian languages related?



Indo-Aryan 

Dravidian

Cognates & Borrowed words in Indian Languages 

Source: Wikipedia and IndoWordNet 

Indo-Aryan words in 
Dravidian languages

Other borrowings like echo words, 
retroflex sounds in other direction. 
(Subbarao, 2012)



(Kudungta et al, 2019)

Transfer Learning works best for related languages

Transformer models are powerful 
enough to learn multilingual 
representation 🡺 
but similarity priors (natural or 
induced) help

Motivation for: 
- Building multilingual systems 

systems specific to language 
families

- Transfer learning from a related 
parent

Encoder Representations cluster by language family



Key Similarities between related languages

भारताच्या स्वातंत्र्यदनानमत्त अमेरकेतील लॉस एन्जल्स शहरात कायर्तक्रम आयोिजत करण्यात आला
bhAratAcyA svAta.ntryadinAnimitta ameriketIla lOsa enjalsa shaharAta kAryakrama Ayojita karaNyAta AlA

भारता च्या स्वातंत्र्य दना नमत्त अमेरके तील लॉस एन्जल्स शहरा त कायर्तक्रम आयोिजत करण्यात आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारत के स्वतंत्रता दवस के अवसर पर अमरीका के लॉस एन्जल्स शहर में कायर्तक्रम आयोिजत कया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Marathi

Marathi
segmented

Hindi

Lexical: share significant vocabulary (cognates & loanwords)

Morphological: correspondence between suffixes/post-positions

Syntactic: share the same basic word order
45

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Orthographic Similarity



• Largely overlapping character set, but the visual rendering differs

• highly overlapping phoneme sets

• Highly consistent grapheme-to-phoneme mapping

Brahmi-derived Indic scripts are orthographically similar 



Script Conversion
• Read any script in any script

• Unicode standard enables consistent script conversion with a single rule

unicode_codepoint(char) - Unicode_range_start(L
1
)  +  Unicode_range_start(L

2
)

કેરલાকরলা

केरला

As a developer, you can read text in a script you 
understand

Only a single mapping needed for Romanization too

kerala

Indian Language Speech sound Label set (Samudravijaya & Murthy, 2012)



A simple and powerful property to utilize 

relatedness between Indian languages

Pre-requisite to Neural Transfer Learning: Represent all data in a common 
script



Multilingual Transliteration

Train a joint transliteration model for 
multiple Indian languages to English 

& vice-versa

Example of Multi-task Learning

Similar tasks help each other

Zero-shot transliteration is possible

Perform Telugu 🡺 English transliteration 
even if network has not seen that data

Malayalam േകാഴിേക്കാട് kozhikode

Hindi केरल kerala

Kannada ಬೆಂಗಳೂರು bengaluru

Pool training sets

Malayalam कोऴक्कोट् kozhikode

Hindi केरल kerala

Kannada बॆगंळूरु bengaluru

Convert to a common script

(Kunchukuttan, et al, 2018;2021)

On the other hand, we cannot pool Hindi and Urdu data 
Though they are pretty much the same language 🡺 The scripts are very different



Traditionally organized as 
per sound phonetic 
principles

shows various 
symmetries

2

1

3

4 5

6

Useful for unsupervised 
transliteration



Lexical Similarity



Lexical Similarity
(Words having similar form and meaning)

• Cognates

• Loan Words

a common etymological origin

roTI (hi) roTlA (pa) bread
bhai (hi) bhAU (mr) brother

borrowed without translation

matsya (sa) matsyalu 
(te) 

fish

pazha.m 
(ta) 

phala (hi) fruit

• Named Entities

• Fixed Expressions/Idioms

do not change across languages

mu.mbaI (hi) mu.mbaI 
(pa)

mu.mbaI (pa)

keral (hi) k.eraLA (ml) keraL (mr)

MWE with non-compositional 
semanticsdAla me.n kuCha kAlA 

honA
(hi)

Something fishy
dALa mA kAIka kALu hovu (gu)

Enables sharing of data across languages



Why it matters

भारता च्या स्वातंत्र्य दना नमत्त अमेरके तील लॉस एन्जल्स शहरा त कायर्तक्रम आयोिजत करण्यात आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारत के स्वतंत्रता दवस के अवसर पर अमरीका के लॉस एन्जल्स शहर में कायर्तक्रम आयोिजत कया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Lexical Overlap  🡺 Representation overlap
Makes it easier for the model to learn

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Decoder
Shared

Encoder

Shared 
Attention 

Mechanism

Tamil

Malayalam

English

Multilingual Indian Language 🡺 en Translation Models

Concatenate 
Parallel 
Corpora

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018; 
Ramesh et al 2021; )

We want Malayalam 🡺 English translation 🡺 but little parallel corpus is available
We have lot of Tamil 🡺 English parallel corpus

• Train models at the subword-level (BPE etc). 
• Represent data in a common script 

Similar trends for NLU and language models: Khemchandani et al. (2021), Dhamecha et al. (2021)



Syntactic Similarity

भारता च्या स्वातंत्र्य दना नमत्त अमेरके तील लॉस एन्जल्स शहरा त कायर्तक्रम आयोिजत करण्यात आला
bhAratA cyA svAta.ntrya dinA nimitta amerike tIla lOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AlA

भारत के स्वतंत्रता दवस के अवसर पर अमरीका के लॉस एन्जल्स शहर में कायर्तक्रम आयोिजत कया गया
bhArata ke svata.ntratA divasa ke avasara para amarIkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Syntactic Divergence 🡺 Makes it more difficult for the model to learn common representations

India ke Independence day ke occasion par america ke los angeles city me programme 
organize kiya gaya

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Source reordering for SMT
Change order of words in input sentence to match word order in the target language

Bahubali earned more than 1500 crore rupees at the boxoffice

Bahubali the boxoffice at 1500 crore rupees earned

बाहुबली ने बॉक्सओफस पर 1500 करोड रुपए कमाए

(Kunchukuttan et al., 2014)

A common set of rules can 
be written for all Indian 
languages

Rules from (Ramanathan et al. 
2008, Patel et al. 2013) for Hindi.

https://github.com/anoopkunchukuttan/cfilt_preorder

https://github.com/anoopkunchukuttan/cfilt_preorder


Language Relatedness can be successfully utilized 

between languages where contact relation exists

Experiment BLEU

Baseline 12.91

+ Hindi as helper language 16.25

Tamil to English NMT with transfer-learning using Hindi



Pre-trained Models



Representation Learning

Multilingual learning

Pre-trained Models
How do we understand linguistics similarities 🡺 
     synonymy, parts-of-speech, word categories, analogies

How do we know if the sentence is grammatically correct? 

How do we know if the sentence makes sense?

Task-independent models that know about 
language

Automatic Feature Extraction
Continuous Space Representation 
Numerical Optimization at disposal

Transfer Learning
Better generalizability across languages

These capabilities are important for generalization

Supervised data not sufficient



BART

Word Embeddings Encoder Language 
Model for NLU

Encoder-decoder 
Language Model 

for NLU+NLG

Decoder Language 
Model for NLG

• computationally intensive to train
• trained on a large amount of raw text corpora
• giant models

Multilinguality

MUSE

Language models are

mBERT mBART

Trained on a large amount of raw text corpora with unsupervised objectives



Language understanding for tasks like sentiment analysis, question answering, paraphrase detection

Language modeling & Language generation for tasks like summarization, ASR, question generation

Task-independent
Pre-training

Task-independent
finetuning

Task-independent
training

Feature Extraction

Pre-train once, reuse for multiple downstream tasks

Only task-specific training: less data & less computation 

Pre-trained model

Task-specific 

model

Task-specific 

model



Multi-linguality and Pre-training are complementary

Pre-trained model
Multilingual Training 

Data

Language-family specific pre-trained model
• Compact pre-trained models
• Utilize language relatedness
• Better data representation

Pre-trained model
High-resource Language 

Training Data

Improved
Zero-shot

performance

Low-resource Language 
Test Data

Improved
low-resource 
performance



Summary

• Deep Learning presents a unique opportunity to build NLP technologies at scale for Indian languages

• Utilizing language relatedness is important to this mission

• The orthographic similarity of Indian languages is a strong starting point for utilizing language 

relatedness.

• Contact as well as genetic relatedness are useful in the context of Indian languages.

• Multilingual pre-trained models trained on large corpora needed for transfer learning in NLU and NLG 

tasks.



Our Approach



Some Projects



IndicNLPSuite

Monolingual Corpora, Evaluation Benchmarks and Pre-trained 
Multilingual Language Models for Indian Languages

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush 
Kumar

AI4Bharat, IITM, Microsoft, RBCDSAI,

EMNLP Findings 2020



68

IndicNLPSuite

Monolingual Corpora

__________________
__________________
__________________
__________________
__________________

Language ModelEmbeddings NLU Benchmark

__________________
__________________
__________________
__________________
__________________

__________________
__________________
__________________
__________________
__________________

IndicCorp IndicFT IndicGLUEIndicBERT

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora, 
Evaluation Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. Findings of EMNLP. 2020.
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IndicCorp

11 Indic languages

      (+Indian English)

8.8B tokens

450M sentences

57M pages

General domain

1000+ Sources

~6 months of crawl

 

9x increase, Largest Corpora

https://indicnlp.ai4bharat.org/corpora 

https://indicnlp.ai4bharat.org/corpora


IndicBERT

IndicBART

n-gram LM

IndicWav2Vec

MT Models

Parallel Translation Corpus

Parallel Transliteration Corpus

NER Corpus

Text Classification

Language Generation

IndicCorp is a 
central resource

Models Mined Datasets

Benchmark Datasets
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Webcorpus

Distributed,
Multi-threaded

Crawler

Cloud Storage

Processors

Horizontally Scalable
Dashboard

https://github.com/AI4Bharat/webcorpus (a scalable web crawler)

https://github.com/AI4Bharat/webcorpus
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Processing HTML Pages to Get Sentences

HTML Page Extracted Article Extracted Sentences
1. 2., 3.

<html>
<head>...</head>
<body>...</body>
</html>

 RCB batting coach 
Sanjay Bangar, 
ahead of their 
contest against a 
struggling Punjab 
Kings...

RCB appear to be a well-oiled 
machine in this season of IPL 
2021

There are multiple players 
who on their day can win 
the match on their own

https://github.com/AI4Bharat/webcorpus 

Boilerpipe  
Custom Extractors

IndicNLP library 
Filters (language, length,script)

https://github.com/AI4Bharat/webcorpus


IndicGLUE (Indic General Language Understanding Evaluation Benchmark)



IndicGLUE 
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Creation of IndicGLUE

Data Sources
News Crawls
Wikipedia
Public Datasets

Lack of Evaluation Datasets !

Unsupervised Mining

Task 1

Task 2

Task 3
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IndicGLUE Tasks

6 Tasks
4 Types

Semantic
News Articles Headline Prediction News Crawls
Wikipedia Section Title Prediction Wikipedia
Article Genre Classification News Crawls

Knowledge
Cloze-style multiple-choice QA Wikipedia

Syntax
Named Entity Recognition Public Dataset

Cross-lingual
Cross-Lingual Sentence Retrieval Public Dataset

Additional Tasks (Paraphrase Detection, Movie Reviews etc.) 
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IndicGLUE: News Article Headline Prediction
Created From: News Crawls Task: Predict the correct headline

+ve-ve

-ve
-ve

Input

Careful Negative Sampling
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IndicGLUE: Cloze-style multiple-choice QA

Created From: Wikipedia Task: Predict the masked entity

Homi Bhabha was born in 1949 in Mumbai to a Parsi family. After receiving his early 
education at St. Mary's, he went on to graduate from Bombay University . He then 
moved to [MASK] for higher education . He received his MA and M.Phil degrees from 
Oxford University .

Candidate 1: Britain [correct answer]
Candidate 2: India
Candidate 3: Chicago
Candidate 4: Pakistan
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IndicGLUE: Article Genre Classification

Created From: News Crawl Task: Predict the genre of news article

=> Mined from URLCategory: Sports





IndicBERT
● Pre-trained Indic LM for NLU applications

● Large Indian language content  (8B tokens)

○ 11 Indian languages

○ + Indian English content

● Multilingual Model

● Compact Model (~20m params)

● Competitive/better than mBERT/XLM-R

● Simplify fine-tune for your application

● 10k downloads per month on HuggingFace

https://indicnlp.ai4bharat.org/indic-bert

https://huggingface.co/ai4bharat/indic-bert

https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert


IndicBART
● Pre-trained Indic S2S for NLG applications

● Large Indian language content  (8B tokens)

○ 11 Indian languages

○ + Indian English content

● Multilingual Model

● Compact Model (~224m params)

● Single Script

● Competitive with mBART50 for MT and 

summarization

● Simply fine-tune for your application

https://indicnlp.ai4bharat.org/indic-bart

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic Languages. 
Arxiv preprint 2109.02903. 2021.

https://indicnlp.ai4bharat.org/indic-bert


Future Possibilities

Monolingual Data

● Language coverage
● Larger Monolingual Crawls
● Release more metadata
● Offensive Text Filtering

Pre-trained models

● Language coverage
● Train on larger data
● Incorporate parallel data 
● Model distillation recipes

Benchmark datasets

● Diverse & challenging tasks

● Language coverage

● Zeroshot evaluation

● NLG datasets



Samanantar

The Largest Publicly Available Parallel Corpora Collection for 11 
Indic Languages

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Raghavan AK,  Ajitesh Sharma,  
Sujit Sahoo, Harshita Diddee,  Mahalakshmi J, Divyanshu Kakwani, Navneet Kumar, Aswin Pradeep, Srihari Nagaraj, 

Kumar Deepak, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh Shantadevi Khapra

AI4Bharat, EkStep, IITM, Microsoft, RBCDSAI, Tarento 

TACL 2022



https://indicnlp.ai4bharat.org/samanantar 

11 Languages + English
- Assamese, Bengali, Hindi, Gujarati, Marathi, Odia, Punjabi  
- Kannada, Malayalam, Telugu, Hindi

#lang-pair #sent-pair (million)

English-Indic languages 11 49.7

Indic-Indic languages 55 83.4

4x increase over existing corpora

Sentence pair similarity scores available

#sentences (in millions)

https://indicnlp.ai4bharat.org/samanantar


Parallel Corpus Sources

Existing Sources New Mined Data

Machine Readable Machine non-readable

Comparable Monolingual



Mining from monolingual corpora is the largest contributor to Samanantar 



Compiling all the existing sources

1. All the sources from OPUS were selected as of 21st March 2021 (13 Sources)
a. ELRC_2922, GNOME, KDE, Ubuntu, Global Voices, JW300, Mozilla-I10n, Open subtitles, 

TED 2020, Tanzil,Tatoeba, Bible-eudin, Wiki-Matrix 
2. All the recent releases of shared tasks, papers, and open sources data (14 Sources)

a. ALT, BanglaNMT, CVIT-PIB, IITB, MTEnglish2Odia, NLPC, OdiEnCorp 2.0, PMIndia V1, 
SIPC, TICO19, UFAL, URST, WMT-2019-wiki24 , WMT-2019-govin

3. Total of 12.4M sentences from English to 11 Indian Languages

There’s no public model available trained on all the existing parallel data

*cited at the end

https://github.com/AI4Bharat/indicnlp_catalog#ParallelTranslationCorpus 

https://github.com/AI4Bharat/indicnlp_catalog#ParallelTranslationCorpus


Existing sources of 
parallel data



Mining from Machine Readable Sources

1. Identified 12 websites which publish content in multiple Indian languages
a. DriveSpark, OneIndia, NativePlanet, MyKhel, Newsonair, DW, TimesofIndia, IndianExpress, 

GoodReturns, CatchNews, DD National

2. Identified 2 Educational sources
a. NPTEL, Khan Academy







Pipeline from Extraction to Alignment

1. https://youtube-dl.org
2. https://www.crummy.com/software/BeautifulSoup
3. https://pypi.org/project/selenium
4. https://pypi.org/project/indic-nlp-library/

2,3

1

4

https://youtube-dl.org
https://pypi.org/project/selenium


Alignment with LaBSE

1. Language agnostic BERT Sentence Embedding
2. LaBSE is a multilingual model trained on 17B monolingual 

sentences and 6B parallel sentences using the MLM (Masked 
Language Modelling), TLM (Translation Language Modelling) 
and margin-based task

3. Translation Ranking Task
4. LaBSE provides high-dimensional vector(768) for a given 

input sentence 
5. We use cosine similarity as the similarity metric
6. Select the sentence with the maximum similarity

Feng, F., Yang, Y., Cer, D.M., Arivazhagan, N., & Wang, W. (2020). Language-agnostic BERT Sentence Embedding. ArXiv, abs/2007.01852.

https://tfhub.dev/google/LaBSE/2 

https://tfhub.dev/google/LaBSE/2


Post Processing

1. Select only sentences with LaBSE alignment score greater than 0.75
2. The LaBSE Alignment Score (LAS) threshold of 0.75 has been chosen based on manual verification of 

the sentences
3. More about the threshold in Analysis section
4. Dedup the sentence pairs
5. Drop sentences with less than 4 words
6. Drop sentences if language identified as anything other than intended language [polyglot]

https://github.com/aboSamoor/polyglot



Mining from Non-Machine Readable Sources

1. Documents published from parliament proceedings
2. Speeches from AP and TS Legislative Assemblies
3. Speeches from Bangladesh Parliament

OCR

1. https://cloud.google.com/vision/docs/ocr
2. https://pypi.org/project/indic-nlp-library/

1 2







Going beyond comparable corpora

● Discovering parallel sources is non-trivial

● Not necessarily Regular URL patterns across websites 

● Parallel content can exist across different domains

● Sometimes, it is difficult to say that the websites are parallel

Audacious goal: can we mine parallel data from just large monolingual corpora 

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences 
on the WEB. 2019. arXiv:1911.04944 

https://arxiv.org/search/cs?searchtype=author&query=Schwenk%2C+H
https://arxiv.org/search/cs?searchtype=author&query=Wenzek%2C+G
https://arxiv.org/search/cs?searchtype=author&query=Edunov%2C+S
https://arxiv.org/search/cs?searchtype=author&query=Grave%2C+E
https://arxiv.org/search/cs?searchtype=author&query=Joulin%2C+A


En - 
https://en.wikipedia.org/wi
ki/Mahatma_Gandhi

Te - 
https://te.wikipedia.org/wik
i/మహాత్మా_గాంధీ

https://en.wikipedia.org/wiki/Mahatma_Gandhi
https://en.wikipedia.org/wiki/Mahatma_Gandhi
https://te.wikipedia.org/wiki/%E0%B0%AE%E0%B0%B9%E0%B0%BE%E0%B0%A4%E0%B1%8D%E0%B0%AE%E0%B0%BE_%E0%B0%97%E0%B0%BE%E0%B0%82%E0%B0%A7%E0%B1%80
https://te.wikipedia.org/wiki/%E0%B0%AE%E0%B0%B9%E0%B0%BE%E0%B0%A4%E0%B1%8D%E0%B0%AE%E0%B0%BE_%E0%B0%97%E0%B0%BE%E0%B0%82%E0%B0%A7%E0%B1%80


Mining from Monolingual Corpora Johnson, J., Douze, M., & Jégou, H. (2017). Billion-scale similarity search with 
GPUs. ArXiv, abs/1702.08734.



What helps scaling to large datasets

● Simple similarity metric (cosine similarity)
○ Distance from binary argument functions can’t scale (e.g. COMET score)

● Approximate nearest-neighbourhood search

● Compressed indexes to fit indices in GPU memory

● Distributing indices over multiple GPUs

● Searching over multiple indices (to speed up searches)



Recomputing the Cosine Similarity

1. Variance on cosine similarity computed 
on the low-dimension vectors

2. Recompute the cosine similarity on the 
high-dimensional vector for the top-1 
FAISS match

3. Here we use a higher LAS of 0.8



Qualitative Analysis of the parallel corpus

10000 samples manually evaluated using 30+ annotators across 11 languages
Using SemEval-1 guidelines for cross-lingual semantic textual similarity
Available for cross-lingual STS studies (https://storage.googleapis.com/samanantar-public/human_annotations.tsv)

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg: 4.17, min: 3.83, max: 4.82     (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest : as, or

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: 
Semantic textual similarity, monolingual and cross-lingual evaluation. SemEva.

https://storage.googleapis.com/samanantar-public/human_annotations.tsv


Task Instructions

Instruction Score Sample sentence pairs

Sentences are completely dissimilar 0 He is a strokemaker.
இவர் ஒரு ெசயின் ஸ்ேமாக்கர் (he is a chain smoker)

Sentences are dissimilar but topically related 1 Can we save our lakes from global warming?
ठंड ेपानी के कोरल जलवाय ुपरवतर्तन से बच पायेंगे? (Will cold water corals survive climate change?)

Sentences are dissimilar but agree on some details 2 Going smoke-free
புைகயில்லா ேபாகி (smoke free Boghi festival)

Sentences have differences in important details 3 The province is divided into ten districts.
இந்த மாவட்டத்ைத ஆறு மண்டலங்களாகப் பிரித்துள்ளனர். (The province is divided into 6 districts.)

Differences in details are not important 4 Maruti Suzuki To Add More CNG Models, Hybrids
मारूत सजुकुी सीएनजी मॉडलों में करेगी इजाफा (Maruti Suzuki to increase CNG models)

Complete semantic similarity 5 They can’t come out from their houses.
वे घर से नकल नहीं पात.े (They can’t get out of their homes)

1 - https://alt.qcri.org/semeval2016/task1/#

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1: 
Semantic textual similarity, monolingual and cross-lingual evaluation. SemEval.

SemEval-2016 Task 1 Cross-lingual STS annotation guidelines



Mining between Indic Languages

en

hi

bn

ta te

en

hi

bn

ta te

English-centric Complete

Mine Indic-Indic parallel corpora from English to Indic corpora

Open the door

दरवाजा खोलो

दार उघड

83.7 million sentence pairs for 55 language pairs

Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation.WMT.
Annette Rios, Mathias Müller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT



IndicTrans
● Trained on Samanantar parallel corpus

● Multilingual Model (en→IL, IL→en, IL→IL)

● Single Script

● Model size: (~430m params)

● Best open-source model
● Deployed in the Supreme Court of India & 

Bangladesh
● Training/fine-tuning/inference scripts available

https://indicnlp.ai4bharat.org/indic-trans

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh  
Khapra & others. Samanantar: The Largest Publicly Available Parallel Corpora Collection for 11 Indic Languages. TACL. 2022.

https://indicnlp.ai4bharat.org/indic-bert


Key Results

● Compilation of existing resources was a fruitful exercise.

● IndicTrans trained on Samanantar outperforms all publicly available open source models.

● IndicTrans trained on Samanantar is competitive with commercial systems.

● Pre-training needs further investigation. formance gains are higher for low resource 

languages.







Future Possibilities

Training Data

● Language Coverage
● Use larger monolingual corpora
● Mine longer sentences
● Filtering strategies  

○ COMET, PRISM, etc.

Benchmark data

● Create benchmark testsets
○ Source-original
○ Multi-domain

● Create human judgment pool for studying 
evaluation metrics

Model

● Language Coverage
● Romanized/code-mixed input
● Compact/distilled models
● Better multilingual transfer



IndicWav2Vec

Towards Building ASR Systems for the Next Billion Users

Tahir Javed, Sumanth Doddapaneni, Abhigyan Raman, Kaushal Santosh Bhogale, Gowtham Ramesh, Anoop 
Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra

AI4Bharat, IITM, Microsoft, RBCDSAI,

AAAI 2022



● ~17,000 hrs
● 40 languages

○ All 22 languages in the 8th Schedule 
○ Balanced across languages

● 4 language families
● Speaker/channel diversity
● No background noise
● Predominantly target language

Sources: Youtube, NewsOnAir

youtube: Content licensed under CC-BY
https://indicnlp.ai4bharat.org/indicwav2vec/ 

Raw Speech Corpora

https://indicnlp.ai4bharat.org/indicwav2vec/


Sanity Checks
Extract 
Audio

Identify 
URLs

Download
Video

Remove 
silences by 

VAD

Up/downsample
(16k)

Remove Noisy 
content by 

SNR Ratio Filtering

(manual) (manual) (youtube-dl) (FFMPEG)

(FFMPEG) (py-webrtcvad6)

 Audio data

YouTube Data Extraction

Audio Data Pre-processing



Unsupervised Pre-training

● Follows Wav2Vec 2.0 architecture

● Inspired by BERT pre-training in NLP

● Quantization to learn discrete targets for 
semi-supervised learning

● Masking + contrastive loss

● Temperature sampling to address data 
imbalance

● Initialize with English wav2vec 2.0

● Model variants: 
○ BASE (95m)
○ LARGE (317m)



Finetuning

● Add Linear Projection head

● CTC Loss

● SpecAugment for data augmentation

● Finetune all params except feature 
encoder

Decoding
LM: 6-gram trained on IndicCorp
Lexicon-based beam search decoder (Flashlight)



Key Results and Observations - I

● Pretraining significantly improves the performance on benchmark datasets.
● Our pretraining data has more diversity, better distribution of data across 

languages
○ Result - It generalises better for languages not seen during pretraining.

● The LARGE model consistently outperforms the BASE model.
● Starting with English wav2vec checkpoint saves compute resources
●  The Language Model plays an important role.

○ Especially when limited training data is available
● Finetuning data size: very small data size (~1hr) not sufficient 

○ unlike results on English Wav2Vec: Pre-training size? Language characteristics?



Key Results and Observations - II



SOTA results on ASR Benchmarks



Future Possibilities

● Increase pre-training corpus size

● Collect supervised training data

● Combining supervised and unsupervised objectives

● Create benchmark testsets



INCLUDE



Indian Sign Language (ISL)
People – Data – Models

with Advaith, Gokul, Prem, Mohit, Vivek, Manohar, Mitesh, Roshni
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Hello Cat Dad

Summer Long Thank you



Context
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Indian Sign Language (ISL) > 5 million
Size of the Deaf 

community in India
 Primary means of 

communication for the 
community Data Poverty

No large publicly available 
dataset on ISL

Education

<1% has formal 
education in ISL 

Unemployment

76% within the 
Deaf community



People
First large-scale survey of challenges of Indian Deaf

125
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Online forms
131 participants

1:1 interviews with 
interpreter
15 participants

Method



Survey findings
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ISL Diversity

Stigma

Grammatical issues

Challenges at workplace

Issues with tools



Survey findings
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ISL Diversity

Stigma

Grammatical issues

Challenges at workplace

Issues with tools

“The sign for ‘marriage’ is shown 
by a mangalsutra necklace in 
Chennai, while in Hyderabad it 
is shown by the holding of 
hands.”



Survey findings
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ISL Diversity

Stigma

Grammatical issues

Challenges at workplace

Issues with tools

“I go start my exercise walking 
now it” 

instead of
 
“I shall now start my walking 
exercise”.



Survey findings
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ISL Diversity

Stigma

Grammatical issues

Challenges at workplace

Issues with tools

“Now I want to go to the next 
level... But my manager is not 
able to understand what I’m 
trying to say. If I have to write 
and ask about the promotion, 
the management team will be 
asking questions... I am afraid 
that they will give me lecture on 
it, so its better to not talk about 
it”



Data
Collaborative data collection
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Collect data while teaching a course @ 
National Institute of Speech and Hearing

132

Our 
instructors
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1. Introducing yourself 2. Knowing about job 3. Talking to HR 4. Meetings

5. Taking leave 6. Promotions 7. Interviews 8. Examination

Written exam 
and

signing test

English for workplace course (8 weeks)



Karya app
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Crucial tool for online education for Deaf
given low penetration of formal education

7
app versions

4603
sentences

29
contributors



Models
👐 OpenHands Library
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Open-source pose-based efficient models
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On CPU real-time 
Transformer-based networks 
achieving SOTA results on most 
languages

American
WLASL200

0

Chinese
DEVISIGN_

L

Argentinian
LSA64

Indian
INCLUDE

Turkish
AUTSL

Greek
GSL

👐OpenHands Github repo

https://arxiv.org/pdf/1910.11006.pdf
https://arxiv.org/pdf/1910.11006.pdf
https://ieeexplore.ieee.org/document/8466903
https://ieeexplore.ieee.org/document/8466903
https://core.ac.uk/download/pdf/76495887.pdf
https://dl.acm.org/doi/10.1145/3394171.3413528
https://arxiv.org/pdf/2008.00932.pdf
https://arxiv.org/pdf/2007.12530.pdf
https://github.com/AI4Bharat/OpenHands


Self-supervised learning for sign language
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Pre-training trick
With unlabeled video learn what sign language “looks like”
Then fine-tune on smaller amount of labelled data

1,129 hours
of ISL videos

91.2 to 94.7
accuracy on INCLUDE



Additional benefits for pre-training
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Dataset 
(Language)

Videos per 
word

No 
pretraining

Pretraining 
on ISL

INCLUDE
(Indian)

Full – Avg 17 91.2 94.7
10 79.7 86.3
5 45 57.4
3 15.2 35.4

WLASL2000
(American)

Full – Avg 10 21.4 27.4
5 3.1 5.7
3 1.6 2.8

DEVISIGN_L
(Chinese)

Full – 8 55.8 59.5
5 33 40.3
3 8.5 18.7

LSA64
(Argentinian)

Full – 50 94.7 96.3
5 64.7 75.3
3 39.7 57.2

Pretraining is particularly 
effective when there are 
fewer examples per label

Pretraining in ISL is effectively 
transferring to other 
languages



What’s next
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People Data

Models

Ludic Design

Joyful and inclusive play
between the Hearing and Deaf

Curating labelled sign language
data from the web
Crowdsourcing 1,000 hours of
labelled data using Karya

Pretrained multilingual models
Open-source pose-based models 
for continuous sign language 



“… we must be second 
to none in the 
application of 
advanced technologies 
to the real problems of 
man and society.”

- Vikram Sarabhai 
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Research Roadmap

Multilinguality

● Multilingual Generation 
● Mixture of Experts
● Curriculum Learning
● Romanized/code-mixed input

DL Modeling

● Model distillation
● Model compression
● Fast inference
● Training with noisy data

Self-supervised Learning

● Unsupervised + Supervised objectives
● Utilizing parallel data
● Low monolingual data scenarios

Multimodal Modeling

● Speech understanding
● Speech/Image Translation
● Multi-task modeling



We would love to engage with the community

Help build the IndicNLP 
Catalog



https://github.com/AI4Bharat/indicnlp_catalog

IndicNLP Catalog

Evolving, collaborative catalog of 

Indian language NLP resources

Please add resources you know of 

and send a pull request

https://github.com/AI4Bharat/indicnlp_catalog


We would love to engage with the community

Help build the IndicNLP 
Catalog

Feedback/ feature-requests 
on models/datasets Discovering datasources

Educate us on important 
usecases



Resources we have created so far

Indic BERT - https://indicnlp.ai4bharat.org/indic-bert/
Indic monolingual corpus - https://indicnlp.ai4bharat.org/corpora
IndicNLP suite - https://indicnlp.ai4bharat.org/home/
Samanantar bitext corpus - 
https://storage.googleapis.com/samanantar-public/V0.3/source_wise_splits.zip
Translation models - https://github.com/AI4Bharat/indicTrans
ASR dataset and models - https://indicnlp.ai4bharat.org/indicwav2vec/
INCLUDE dataset - https://zenodo.org/record/4010759
OpenHands sign language models - https://github.com/AI4Bharat/OpenHands

https://indicnlp.ai4bharat.org/indic-bert/
https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/home/
https://storage.googleapis.com/samanantar-public/V0.3/source_wise_splits.zip
https://github.com/AI4Bharat/indicTrans
https://indicnlp.ai4bharat.org/indicwav2vec/
https://zenodo.org/record/4010759
https://github.com/AI4Bharat/OpenHands


Thank you!
Website: https://indicnlp.ai4bharat.org
Github: https://github.com/AI4Bharat 

Contact: miteshk@cse.iitm.ac.in
pratyush.k.panda@gmail.com 

anoop.kunchukuttan@gmail.com 

https://indicnlp.ai4bharat.org
https://github.com/AI4Bharat
mailto:miteshk@cse.iitb.ac.in
mailto:pratyush.k.panda@gmail.com
mailto:anoop.kunchukuttan@gmail.com

