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As Al4Bharat

Let us solve India's challenges with Al

Al4Bharat is a non-profit, open-source community of engineers, domain experts, policy makers, and academicians collaborating

to build Al solutions to solve India’s problems, today.

Indian Language NLP
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Mission Statement

Bring parity with English
in Al tech for Indian languages
with open data and open source contributions

- We want to be the Apache for
APACH E Indian Languages Al stack

SOFTWARE FOUNDATION

Build an ecosystem of datasets, models, partners
and stakeholders to advance IndicNLP



Corpus Processing Tools

Domain-specific Corpora

Raw Corpora
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Developer Tools

High-performing models Deployable models
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Applications

Input/content generation tools

Developer Tools

High-performing models Deployable models

Evaluation Datasets

Training Datasets

Corpus Mining Tools

Corpus Processing Tools

Domain-specific Corpora

Raw Corpora



Goal
Full NLP stack

for 22 languages
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Founding Principles

Move Fast solve problems today
Mine Data collective intelligence, smart annotation
Think Big 22 languages, industry-scale models

Deliver Performance Best-in-class models, compute-efficiency
Democratize Indic NLP open-source models and datasets

Do Good Science publish in top-tier conferences



What have we done so far?



What have we done so far?

Basic Infrastructure: Raw corpora & core language models
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IndicCorp IndicGLUE IndicBERT IndicBART
Large Monolingual NLU benchmark Compact pre-trained Compact pre-trained
corpora for 11 Indian  datasets language models for seq2seq models for
languages NLU NLG

IndicFT:

word embeddings


https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/indic-glue/
https://indicnlp.ai4bharat.org/indic-bert
https://indicnlp.ai4bharat.org/indicft
https://indicnlp.ai4bharat.org/indic-bart

What have we done so far?

Data and models for various end tasks

Samanantar IndicWav2Vec INCLUDE Input Tools

Parallel corpus Large-scale raw Datasets and efficient Romanized keyboards

translation models audio corpora & models for isolated for under-represented
ASR models for 9 Indian Sign Language languages

between English &

11 Indic languages Indian languages


https://sign-language.ai4bharat.org
https://indicnlp.ai4bharat.org/samanantar
https://indicnlp.ai4bharat.org/indicwav2vec

https://github.com/Al4Bharat/indicnlp catalog

IndicNLP Catalog

Evolving, collaborative catalog of
Indian language NLP resources

Please add resources you know of
and send a pull request

Major Indic Language NLP Repositories

Libraries and Tools

Evaluation Benchmarks
Standards
Text Corpora
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Unicode Standard

Monolingual Corpus

Language Identification

Lexical Resources

NER Corpora

Parallel Translation Corpus

Parallel Transliteration Corpus

Text Classification

Textual Entailment/Natural Language Inference
Paraphrase

Sentiment, Sarcasm, Emotion Analysis
Question Answering

Dialog

Discourse

Information Extraction

POS Tagged corpus

Chunk Corpus

Dependency Parse Corpus
Co-reference Corpus

Models

°

°

o

°

o

Word Embeddings

Sentence Embeddings
Multilingual Word Embeddings
Morphanalyzers

SMT Models

Speech Corpora
OCR Corpora
Multimodal Corpora

Language Specific Catalogs

¢ Featured Resources

o Al4Bharat IndicNLPSuite: Text corpora, word embeddings, BERT for Indian languages and NLU resources for Indian
languages.

o |IT Bombay English-Hindi Parallel Corpus: Largest en-hi parallel corpora in public domain (about 1.5 million
semgents)

o CVIT-IITH PIB Multilingual Corpus: Mined from Press Information Bureau for many Indian languages. Contains
both English-IL and IL-IL corpora (IL=Indian language).

e CVIT-IITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann ki Baat speeches.

o iNLTK: iNLTK aims to provide out of the box support for various NLP tasks that an application developer might
need for Indic languages.

o Dakshina Dataset: The Dakshina dataset is a collection of text in both Latin and native scripts for 12 South Asian
languages. Contains an aggregate of around 300k word pairs and 120k sentence pairs. Useful for transliteration.

Parallel Translation Corpus

IIT Bombay English-Hindi Parallel Corpus: Largest en-hi paralle! corpora in public domain (about 1.5 million
semgents)

CVIT-IIITH PIB Multilingual Corpus: Mined from Press Information Bureau for many Indian languages. Contains
both English-IL and IL-IL corpora (IL=Indian language).

CVIT-IITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann ki Baat speeches.

PMindia: Parallel corpus for En-Indian languages mined from Mann ki Baat speeches of the PM of India (paper).
Indian Language Corpora Initiative: Available on TDIL portal on request

OPUS corpus

WAT 2018 Parallel Corpus: There may significant overlap between WAT and OPUS.

Charles University English-Hindi Parallel Corpus: This is included in the IITB parallel corpus.

Charles University English-Tamil Parallel Corpus

Charles University English-Odia Parallel Corpus v1.0

Charles University English-Odia Parallel Corpus v2.0

Charles University English-Urdu Religious Parallel Corpus

IndoWordnet Parallel Corpus: Parallel corpora mined from
language corpora (6.3 million segments, 18 languages).

gloss and/or ples for Indian-Ind

MTurk Indian Parallel Corpus

TED Parallel Corpus

JW300 Corpus: Parallel corpus mined from jw.org. Religious text from Jehovah's Witness.

ALT Parallel Corpus: 10k sentences for Bengali, Hindi in parallel with English and many East Asian languages.
FLORES dataset: English-Sinhala and English-Nepali corpora

Uka Tarsadia University Corpus: 65k English-Gujarati sentence pairs. Corpus is described in this paper
NLPC-UoM English-Tamil Corpus: 9k sentences, 24k glossary terms



https://github.com/AI4Bharat/indicnlp_catalog

Where and Why do we need Indic NLP solutions today?



Usage and Diversity of Indian Languages

INDIAN LANGUAGE
FAMILIES

Indian Ocean

4 major language families

22 scheduled languages

125 million English speakers

8 languages in the world’s top 20 languages

30 languages with more than 1 million speakers

Sources: Wikipedia, Census of India 2011

®|ndian language internet users

800
BEnglish internet users

700

600

500

400

300 234

200

L 42 175
0

2011 2016 2021(P)
Total i t S Sk s
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Source: KPMG in India’s analysis, April 2017 (P): Projections

Internet User Base in India (in million)

Source: Indian Languages:
Defining India’s Internet KPMG-Google Report 2017
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: : Code-mix
Transliteration Processing

Chat
applications

Entity Digital payments
Identification

Online
government
services

Digital
entertainment

Social media Question &
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P Answering

Digital news

Recommenda
tion

Information Digital
Extraction & classifieds
Categorization

Digital write-ups

Applications requiring Indian language support



Scalability Challenges for NLP solutions

Effort and cost
increase as
languages

increase




We are faced with a huge data skew

Raw Text Corpora Wikipedia English 6m
articles Hindi 150k
Parallel Corpora Sentence En-fr (OPUS) 500m
pairs En-hi (IITB) 1.5m
Tokens en (CoNLL 2003) 200k
NER Corpora hi (FIRE) Jok
QA Question-Answer en (SQUAD 1.1) 100k

Pairs hi (MMQA) 4.6k




What is our approach?



Our Technical Direction

The Opportunity for Indian Language NLP

Deep Learning based NLP Representation Learning

Language Pre-trained
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer _
knowledge into models

Models Learning



Our Technical Direction

The Opportunity for Indian Language NLP

Mine Datasets

Deep Learning based NLP Representation Learning

Language Pre-trained
Relatedness Models

Multilinguality

Infuse linguistic and world

Language Agnostic Effective Transfer _
knowledge into models

Models Learning



Representation Learning

Traditional feature engineering requires linguistic resources



Let us look at a simple NLP application — Sentiment Analysis

Kabir Singh Movie Review ¥
*
Review by Bollywood Hungama News Network
20 June 2019 23:39 pm IST 4.0
Kabir Singh Movie Rating Po S i t ive
Listen to this article in audio 00:00/00:00

One of the most loved love stories of Bollywood is DEVDAS. It has been remade several times and ten years ago, Anurag |:> ? .
Kashyap gave a different touch to the tale through DEV D [2009]. All the interpretations have been liked as there's a H N egat |ve
charm in the story of a man who goes on a self-destructive path when he fails to get the girl he loves. Two years ago,

Sandeep Reddy Vanga made a Telugu film named ARJUN REDDY, which had a kind of a deja vu of DEVDAS. Yet, it stood

out due to the treatment, execution and performances. ARJUN REDDY became a cult success and now its Hindi remake

KABIR SINGH is all set to hit theatres. So does KABIR SINGH turn out to be as good as or better than ARJUN REDDY? Or

does it fail to stir the emotions of the viewers? Let’s analyse.

Neutral

An example of a text classification problem



A Machine Learning Pipeline for Text Classification

Training Pipeline Test Pipeline

Text Instance Text Instance

Feature vector ﬂ Feature vector ﬂ

\ 1 \
|
Decision Function
. /
°
°

o Train Y
°

Training set ) Model Positive Negative



Simple Features

Bag-of-words (presence/absence) ,
Large and sparse feature vector: size of

e Lo L Lo Lo [ Il
Each feature is atomic [] similarity
between features, synonyms not captured

More features

* Blgra ms. €.g. /ove/y __Scrip t * These features have to be hand-crafted

* Presence in [positive/n egative] manually — repeat for domains and tasks
* Need linguistic resources like POS, lexicons,

sentiment word list parsers for building features

* Can some of these features be discovered from
the text in an unsupervised manner using raw

* s the sentence sarcastic (output corpora?
from saracasm classifier?)

* Negation words



Distributed Representations

Can we replace the

Text Instance high-dimensional, resource-heavy document
feature vector
Feature vector ﬂ with

* low-dimensional vector

....- * learnt in an unsupervised manner

* subsumes many linguistic features

Distributional Hypothesis

“A word is known by the company it keeps” - Firth (1957)

“Words that occur in similar contexts tend to have similar meanings”
- Turney and Pantel (2010)



He is unhappy about the failure of the project

The failure of the team to successfully finish the task made him sad

* The distribution of the context defines the word
* Can define notion of similarity based on contextual
distributions

unhappy Similarity of words can be defined in terms of vector

sad similarity: Cosine similarity, Euclidean distance, Mahalanobis
distance

Similarity across languages

\

Contextual representation of words
water



A Typical Deep Learning NLP Pipeline

Text Tokens Token Embeddings

> -1 0EE-B

Output .
(text or otherwise) Application specific Deep Text Embedding

Neural Network layers



Multilinguality

But we still need training data for each language?



Represent semantically similar language artifacts in the same vector space
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Represent semantically similar language artifacts in the same vector space
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Represent semantically similar language artifacts in the same vector space
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How does multilinguality help?

Single model for multiple languages

o 3

Smaller Deployment Easier Model

Footprint Maintenance




How does multilinguality help?

Better performing, more capable models

' ] N

Good Surprising

Better generalizable

Zero-shot
performance

Low-resource

models
performance

Diverse data, Transfer Learning
linguistic regularization



Multilingual Indian Language [ en Translation Models

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018)

Tamil

Concatenate Shared English
Shared .
Parallel Attention
Encoder .
Corpora Mechanism

Malayalam

We want Malayalam [ | English translation [] but little parallel corpus is available
We have lot of Tamil || English parallel corpus



English [ Indian Languages

How do we support multiple target languages with a single decoder?

A simple trick!: Append input with special token indicating the target language

QOriginal Input: France and Croatia will play the final on Sunday

Modified Input: France and Croatia will play the final on Sunday <ta>

en

Multilingual MT System for

7 ta
En [Jta and en [ ml

Still a challenging problem



Training Multilingual NMT systems

Joint Training
ml’ Train
J Y ) B E —) )
taand ml
Sample from Combine Parallel ta
Parallel Corpora Corpora
Transfer Learning

— Model for ta _ Model tuned for ml
Finetune

Train



Zeroshot Translation into English

Train
Y

Model for

ta and te

I Test




Zeroshot Translation between Indian
languages

Model for

tall en

Train IO en
> en 'l ta

tall te
te [ ta




Language Relatedness



Why are Indian languages related?

Related Languages
Related by Genealogy Related by Contact
- Linquistic Areas
Language Families di b :
Dravidian, Indo-European, Turkic Indian Subcontinent,
' ' Standard Average
(Jones, Rasmus, Verner, 18" & 19t centuries, Raymond ed. Eu ropean

(2005))
(Trubetzkoy, 1923)
Related languages may not belong to the same /anguagye family!

42



Cognates & Borrowed words in Indian Languages

Indo-Aryan

Dravidian

Indo-Aryan words in
Dravidian languages

Other borrowings like echo words,
retroflex sounds in other direction.
(Subbarao, 2012)

English |Vedic Sanskrit Hindi Punjabi Gujarati Marathi Odia Bengali
chapati,

bread Rotika chapati, rotT |roti pal, rotla  |poli, bhakart |pauruti (pau-)ruti

fish Matsya Machhlt machht machhli masa macha machh
bubuksha,

hunger kshudha Bhikh pukh bhukh bhikh bhoka khide

English Tamil Malayalam Kannada Telugu

fruit pazham, kanni pazha.n, phala.n haNNu, phala pa.nDu, phala.n

ten pattu patt,dasha.m,dashaka.m hattu padi

Sanskrit word Language Loanword English

cakram Tamil cakkaram wheel

matsyah Telugu matsyalu fish

ashvah Kannada ashva horse

jalam Malayalam jala.m water

Source: Wikipedia and IndoWordNet




Transfer Learning works best for related languages
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Transformer models are powerful
enough to learn multilingual
representation [/

but similarity priors (natural or
induced) help

Motivation for:

- Building multilingual systems
systems specific to language
families

- Transfer learning from a related
parent

(Kudungta et al, 2019) Encoder Representations cluster by language family



Key Similarities between related languages

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles

HRATAT AT IGeAA AT ITARFS ol Tealed AETd HIRAHH IANTAT HI0AT 3Tl Varathi
bhAratAcyA svAta.ntryadinAnimitta ameriketlla I0sa enjalsa shaharAta kAryakrama Ayojita karaNyAta AIA
R @ AT TeoTed UERT m A ARSI S0 3Tl Marathi
bhAratA cyA SVA g nA n/m/tta amer/ke tlla I0sa enjd dharA ta kAryakrama Ayojita karow AJA segmented
fTad & AT W arr&ru—ol—ar« A AT Har = -
bhArata ke SV divasa ke avasara para amarlkA ke /osa eMNglsghhahara me.n kAryakrama Ayoj yA Hindi

Lexical: share significant vocabulary (cognates & loanwords)

Morphological: correspondence between suffixes/post-positions

Syntactic: share the same basic word order

45




Orthographic Similarity



Brahmi-derived Indic scripts are orthographically similar

pevinagari A NMISSTHICTUAA A AAF@TaTsaTgad
Bengali TATEFTTA>AL YT YNTEEEGALBEST
Gumuhi M EACECEACHIvTWwSIEAIETESSESTIE
HBMMOO GO BB 2ilsvoUIAYFRAA2S

Gujarati

Oriya dUARNARRIIAOCCIRHAIACL02RLET0QQRE
Tamil S YPFMTTRRRPINESBEREG L5
Telugu VS BE S A VDIVVLLTEPAD IS &
K BEIHNLIRBDVINIVWLLBIDIAPRISRIP D

Malayalam @0 @) 8D DV © OV £3 60 af) nf Hag) & B0 8D & 6 U 22l

* Largely overlapping character set, but the visual rendering differs
* highly overlapping phoneme sets

* Highly consistent grapheme-to-phoneme mapping



Script Conversion

* Read any script in any script

* Unicode standard enables consistent script conversion with a single rule

unicode_codepoint(char) - Unicode_range_start(L ) + Unicode_range_start(L,)

0A8 0A9 OAA O0AB 0AC O0AD OAE 098 099 09A 09B 09C 09D O09E
Q A
N2 62323 ofa|®|3]|FT| NN &
DASO AN C»\Bﬂ\ OACD OADO QAEQ 0980 0990 03AD 0560 08C0 0%E0 L
| 3| g g @| 1|8 § T 2 Q
0AB1 DAS1 QAL [ OAE1 0981 03A1 0sC1 (3] [
o & eld|g g RN 2| ® DA o8 o
082 a2 g2 WC2 DAEZ 0982 A2 082 0sc2 o€ |
5| o |2 BLIA|¢ 48 3l ce| 8| X
0AB3 0AS3 QAA3 0AB3 OAC3 ME!- o .< hi
0983 0993 08A3 05C3 093
N
DASS 0AM OACE tsae o S
~ N
slv|s|alals EIEIETNNANN
0ABS OASS AAS 0ABS OAC! - - A5

WT kerala

SEEI 5CL

As a developer, you can read text in a script you
understand

Only a single mapping needed for Romanization too

Indian Language Speech sound Label set (Samudravijaya & Murthy, 2012)



A simple and powerful property to utilize

relatedness between Indian languages

Pre-requisite to Neural Transfer Learning: Represent all data in a common
script



Multilingual Transliteration

(Kunchukuttan, et al, 2018;,2021)

Pool training sets Train a joint transliteration model for
multiple Indian languages to English

Malayalam  6&0416809S  kozhikode & vice-versa

Hindi hlcl kerala
Kannada o bengaluru

Similar tasks help each other
Convert to a common script

Malayalam m kozhikode

Hindi T kerala Perform Telugu (] English transliteration

Kannada d9TeR% bengaluru even if network has not seen that data

On the other hand, we cannot pool Hindi and Urdu data
Though they are pretty much the same language [ The scripts are very different



Traditionally organized as
per sound phonetic
principles

shows various

symmetries
Useful for unsupervised

transliteration

Primary vowels

9,

Secondary vowels

Unrounded front

pe Q ai

pai

Short ong Diphthongs
Initial Diacritic Initial Diacritic Initial Diacritic
Unrounded lowcentral 3] a T pa 3 a [ pa
Unrounded high front © i ﬁ]' pi é: T lﬂ' pr
Roundedhighback 3 u T pu Fn a T pa
~ o
Syllabic variants EE r q_- pr EE_ I3 E! pr
o & Oow oo B E
T
o

Rounded back

Occlusives

Voiceless plosives

T
oo 3w O

Voiced plosives Nasals

unaspirated  aspirated

unaspirated

aspirated

velar o ka kna
Palatal 9 ca €9 cha
@ Retoflex @, ta @ tha
Dental ] ta & tha
tabial d pa Y pha

Sonorants and fricatives
Palatal Retroflex

I 6

g m
H e A da
G da U[
Y aa o

3:[ bha @13

Labial

na

@ Sonorants q ya I ra

Sibilants 5[ sa q sa
Other letters

@ ha OO &

qd

pau



Lexical Similarity



Lexical Similarity

(Words having similar form and meaning)

* Cognates

a common etymological origin

roTl (hi) roTIA (pa)  bread
bhai (hi) bhAU (mr)  brother

e Lloan Words

borrowed without translation

matsya (sa) matsyalu fish
(te)

pazha.m phala (hi) fruit

(ta)

* Named Entities

do not change across languages

mu.mbal (hi) mu.mbal mu.mbal (pa)
(pa)
keral (hi) k.eraLA (ml) keraL (mr)

* Fixed Expressions/Idioms

MWE with non-compositional
dAla mEGMAOLEAIA (hi)

honA Something fishy
dALa mA kAlka kALu hovu  (Qu)

Enables sharing of data across languages



Why it matters

AT =T TG>T e AfAT 3RS e a9 Teolcd 8T T HRIGH MATIT SH0a1a 3Tem

bhAratA cyA svAta.ntrya dinA nimitta amerike tlla I0sa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AIA

IRT & TIAIdT Gad & I G AU & g Teolcd AT A HR—IGH J™ATod har r=m

bhArata ke svata.ntratA divasa ke avasara para amarlkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA

Lexical Overlap [] Representation overlap
Makes it easier for the model to learn

On the occasion of India's Independence day, a programme was organized in American city of Los Angeles



Multilingual Indian Language [ en Translation Models

(Zoph et al., 2016; Nguyen et al., 2017; Lee et al., 2017; Dabre et al., 2018;
Ramesh et al 2021; )

We want Malayalam [/ English translation [] but little parallel corpus is available
We have lot of Tamil [ | English parallel corpus

Tamil

Concatenate Shared Shared English
Parallel S Attention Decoder

Corpora EACodEr Mechanism

Malayalam

* Train models at the subword-level (BPE etc).
* Represent data in a common script

Similar trends for NLU and language models: Khemchandani et al. (2021), Dhamecha et al. (2021)



Syntactic Similarity

AT =T EG1a38 Gar AfAT 3RS diel ofd Teoled U d HIIGH JAR—ITSTd SH0dTd HTell

bhAratA cyA svAta.ntrya dinA nimitta amerike tlla IOsa enjalsa shaharA ta kAryakrama Ayojita karaNyAta AIA

IRT & TIAIdT Gad & I G AU & g Teolcd AT A HR—IGH J™ATod har r=m

bhArata ke svata.ntratA divasa ke avasara para amarlkA ke losa enjalsa shahara me.n kAryakrama Ayojita kiyA gayA
Syntactic Divergence [] Makes it more difficult for the model to learn common representations

India ke Independence day ke occasion par america ke los angeles city me BiGGIGMINE
organize kiya gaya

On the occasion of India's Independence day, a _ was organized in American city of Los Angeles



Source reordering for SMT

(Kunchukuttan et al., 2014)
Change order of words in input sentence to match word order in the target language

Bahubali earned more than 1500 crore rupees at the boxoffice

l

Bahubali the boxoffice at 1500 crore rupees earned

STgeTell o SIFE3IBH X 1500 F15 TGV HATT

Indo-Aryan
pan hin ouj ben  mar
Baseline 15.83 2198 15.80 1295 10.59
Generic 17.06 23.70 16.49 13.61 11.05
Hindi-tuned 17.96 2445 17.38 13.99 11.77

A common set of rules can
be written for all Indian
languages

Rules from (Ramanathan et al.
2008, Patel et al. 2013) for Hindi.

https://github.com/anoopkunchukuttan/cfilt preorder



https://github.com/anoopkunchukuttan/cfilt_preorder

Language Relatedness can be successfully utilized

between languages where contact relation exists

Experiment _____[BLEU
Baseline 12.91
+ Hindi as helper language 16.25

Tamil to English NMT with transfer-learning using Hindi



Pre-trained Models



Automatic Feature Extraction
Representation Learning Continuous Space Representation
Numerical Optimization at disposal

Transfer Learning
Multilingual learning Better generalizability across languages

Supervised data not sufficient

How do we understand linguistics similarities [
synonymy, parts-of-speech, word categories, analogies

Pre-trained Models

. . : 5
How do we know if the sentence is grammatically correct: Task-independent models that know about

] language
How do we know if the sentence makes sense?

These capabilities are important for generalization



Word Embeddings Encoder Language Decoder Language
Model for NLU Model for NLG
fastText Go gle G openAl
; BERT GPT-3
o
Vo

o= Multilinguality

MUSE MBERT

Encoder-decoder
Language Model
for NLU+NLG

T p—
i

MBART

Trained on a large amount of raw text corpora with unsupervised objectives

* computationally intensive to train

Language models are * trained on a large amount of raw text corpora

e giant models



Pre-train once, reuse for multiple downstream tasks

Task-specific

model

: Task-ind dent
Feature Extraction ‘ ‘

Pre-trained mode

Pre-training ‘
Task-independent Task-specific
finetuning ‘ model

Only task-specific training: less data & less computation

Task-independent

Language understanding for tasks like sentiment analysis, question answering, paraphrase detection

Language modeling & Language generation for tasks like summarization, ASR, question generation



Multi-linguality and Pre-training are complementary

. . . * Compact pre-trained models
Language-family specific pre-trained model + Utilize language relatedness

* Better data representation

- Multilingual Training Improved

performance

Improved
. High- L -
Pre-trained model + '8 resourceDz:aguage ‘ p;jc;in-:/;f;l;e

1)

Low-resource Language
Data




Summary

* Deep Learning presents a unique opportunity to build NLP technologies at scale for Indian languages

* Utilizing language relatedness is important to this mission

* The orthographic similarity of Indian languages is a strong starting point for utilizing language
relatedness.

* Contact as well as genetic relatedness are useful in the context of Indian languages.

*  Multilingual pre-trained models trained on large corpora needed for transfer learning in NLU and NLG

tasks.



Our Approach
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Some Projects



IndicNLPSuite

Monolingual Corpora, Evaluation Benchmarks and Pre-trained
Multilingual Language Models for Indian Languages

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush
Kumar

Al4Bharat, IITM, Microsoft, RBCDSAI,

EMNLP Findings 2020



IndicNLPSuite

Monolingual Corpora Embeddings Language Model NLU Benchmark

Class
Label
» body part _‘
| | Cly.'f“»-" ¢ travel k> L
€7/ a f
ok SN L BERT .'xGLUE
< b 3
‘\ ‘ Eiais) E1 ‘ Ey E(ssp] E1, | ’ Ey ‘
T T ———

8° i Tok Tok Tok Tok
v relative fcLs] . b [SEP] | --- 5

Sentence 1 Sentence 2

IndicCorp IndicFT IndicBERT IndicGLUE

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, Pratyush Kumar. IndicNLPSuite: Monolingual Corpora,
Evaluation Benchmarks and Pre-trained Multilingual Language Models for Indian Languages. Findings of EMNLP. 2020.
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IndicCorp

11 Indic languages

(+Indian English)
8.8B tokens

450M sentences
57M pages
General domain
1000+ Sources

~6 months of crawl

https://indicnlp.ai4bharat.org/corpora

Corpus Size in Millions of Tokens
OSCAR [ IndicCorp
2000

1500

1000

0 r .

OX increase, Largest Corpora

N S
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https://indicnlp.ai4bharat.org/corpora

Models

IndicBERT
IndicBART
n-gram LM
IndicWav2Vec
MT Models

Mined Datasets

/

/

"

Parallel Translation Corpus
Parallel Transliteration Corpus
NER Corpus
Text Classification

Language Generation

~

/

Benchmark Datasets



Webcorpus (a Scalable Web Craw/er) httDSZ//C]ithub.Com/A|4BhaI’at/WebCOI’DUS

Submit URL Sources

Distributed,
Multi-threaded

Cloud Storage

Push/Retrieve Data
Push Crawled Data

Node 1

Node 2 ' .
Node 3 Horizontally Scalable '

Processors

Dashboard

000]

Crawler



https://github.com/AI4Bharat/webcorpus

Processing HTML Pages to Get Sentences

https://github.com/Al4Bharat/webcorpus

1, 2,3.
HTML Page ————p Extracted Article ———» Extracted Sentences

RCB batting coach RCB appear to be a well-oiled
<html> Sanjay Bangar, machine in this season of IPL
<head>..</head> ahead of their 2021
<bodys>...</body> contest against a
</html> struggling Punjab There are multiple players

Kings... who on their day can win

the match on their own

Boilerpipe IndicNLP library
Custom Extractors Filters (language, length,script)
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https://github.com/AI4Bharat/webcorpus

Ind |CG LU E (Indic General Language Understanding Evaluation Benchmark)

N S N

Classification News Article Classification bn, gu, hi, kn, ml, mr, or, pa, ta, te
Headline Classification 4 gu, ml, mr, ta
Sentiment Analysis 2 hi, te
Discourse Mode Classification 1 hi

Diagnostics Winograd Natural Language Inference 3 gu, hi,mr
Choice of Plausible Alternatives 3 gu, hi,mr

Semantic Similarity = Headline Prediction 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Wikipedia Section Titles 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Cloze-style Question Answering 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Paraphrase Detection 4 hi, ml, pa, ta

Sequence Labelling Named Entity Recognition 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te

Cross-lingual Cross-Lingual Sentence Retrieval 8 bn, gu, hi, ml, mr, or, ta, te



IndicGLUE w
T

Classification News Article Classification bn, gu, hi, kn, ml, mr, or, pa, ta, te

Headline Classification

4
% Sentiment Analysis 2 hl, te
Discourse Mode Classification 18 i
3
3

DiagnostiCs Winograd Natural Language Inference gu, hi, mr
@

Span all

. Choice of Plausible Alternatives

languages

Semantic Similarity  Headline Prediction 11 as, bn, gu, hi, kn, L T ot pa, ta, te
Wikipedia Section Titles 11 as, bn, gu, hi, kn, gl, mr, or, pa, ta, te
Cloze-style Question Answering 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te
Paraphrase Detection 4 hi, ml, pa, ta

Sequence Labelling Named Entity Recognition 11 as, bn, gu, hi, kn, ml, mr, or, pa, ta, te

Cross-lingual Cross-Lingual Sentence Retrieval 8 bn, gu, hi, ml, mr, or, ta, te



Creation of IndicGLUE

Lack of Evaluation Datasets ! Task 1
Data Sources Unsupervised Mining
News Crawls » Task?2
Wikipedia

Public Datasets \
Task 3
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IndicGLUE Tasks

6 Tasks
4 Types

Semantic

News Articles Headline Prediction
Wikipedia Section Title Prediction
Article Genre Classification

Knowledge
Cloze-style multiple-choice QA

Syntax
Named Entity Recognition

Cross-lingual
Cross-Lingual Sentence Retrieval

News Crawls
Wikipedia
News Crawls

Wikipedia

Public Dataset

Public Dataset

Additional Tasks (Paraphrase Detection, Movie Reviews etc.)
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IndicGLUE: News Article Headline Prediction

Created From: News Crawls

IPL 2021: Australian Cricketers,
Support Staff Expected To Head To

Maldives
-ve

With their country shut for all those flying from India, the now-suspended IPL's Australian
contingent, comprising players, support staff and commentators, is expected to head to
Maldives before taking a connecting flight for home. The IPL was "indefinitely suspended"
on Tuesday after multiple cases of COVID-19 emerged from Kolkata Knight Riders, Delhi
Capitals, SunRisers Hyderabad and Chennai Super Kings. There are 14 Australian
players along with coaches and commentators who might now take a detour as the

Australian government has imposed strict sanctions for people returning from India.
Careful Negative Sampling

SRH vs M|, IPL 2021: SunRisers -ve
Hyderabad Players To Watch Out For

Bottom-placed SunRisers Hyderabad take on a high-flying Mumbai Indians team at the
Arun Jaitley Stadium in Delhi on Tuesday. SunRisers Hyderabad have had a torrid time in

IPL 2021 so far, winning a solitary game after playing seven matches. They have just two

Task: Predict the correct headline

IPL 2021: Mayank Agarwal's 99* In Vain
As Delhi Capitals Thrash Punjab Kings

To Go Top Of The Table
+ve

Shikhar Dhawan's delightful 69 dwarfed Mayank Agarwal's unbeaten 99 as Delhi Capitals

defeated Punjab Kings by seven wickets in the IPL, on Sunday to go atop the points table.
Agarwal, leading the side in the absence of regular skipper K L Rahul, used the straight

bat effectively in his lone hand to take Punjab Kings to 166 for six. Delhi Capitals hardly I n pt‘lt
broke a sweat in the run chase, cantering to victory in 17.4 overs overs, their sixth win in

eight matches.

Sri Lanka All-Rounder Thisara Perera

Bids Adieu To International Cricket
-ve
Sri Lankan all-rounder Thisara Perera, on Monday, announced his retirement from

international cricket with immediate effect. In a letter to Sri Lanka Cricket (SLC), Perera 77

said that he wanted to focus on his family, before adding that it was the right time for him



IndicGLUE: Cloze-style multiple-choice QA

Created From: Wikipedia Task: Predict the masked entity

Homi Bhabha was born in 1949 in Mumbai to a Parsi family. After receiving his early
education at St. Mary’s, he went on to graduate from Bombay University . He then
moved to [MASK] for higher education . He received his MA and M.Phil degrees from
Oxford University .

Candidate 1: Britain [correct answer]
Candidate 2: India

Candidate 3: Chicago

Candidate 4: Pakistan
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IndicGLUE: Article Genre Classification

Created From: News Crawl Task: Predict the genre of news article

IPL 2021: Mayank Agarwal's 99* In Vain
As Delhi Capitals Thrash Punjab Kings
To Go Top Of The Table

Shikhar Dhawan's delightful 69 dwarfed Mayank Agarwal's unbeaten 99 as Delhi Capitals
defeated Punjab Kings by seven wickets in the IPL, on Sunday to go atop the points table.
Agarwal, leading the side in the absence of regular skipper K L Rahul, used the straight
bat effectively in his lone hand to take Punjab Kings to 166 for six. Delhi Capitals hardly
broke a sweat in the run chase, cantering to victory in 17.4 overs overs, their sixth win in

eight matches.

Category: Sports => Mined from URL
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IndicFT

* Pre-trained word embeddings trained with FastText.

https://indicnlp.ai4dbharat.org/indicft

* 300 dimension vectors, suitable for morphologically rich languages.

* Qutperforms embeddings from the FastText project on word analogy, similarity and classification tasks.

Lang FI-W  FT-WC  IndicFT
Word Similarity (Pearson Correlation)
pa 0.467 0.384 0.445
hi 0.575 0.551 0.598
gu 0.507 0.521 0.600
mr 0.497 0.544 0.509
te 0.559 0.543 0.578
ta 0.439 0.438 0.422
Average  0.507 0.497 0.525
Word Analogy (% accuracy)
hi 19.76 32.93 29.65

Lang Dataset FTI-W FT-WC IndicFT
hi BBC Articles 7229  67.44 77.02

[ITP+ Movie  41.61  44.52 45.81

IITP Product 832 57117 61.57
bn Soham Articles 62.79  64.78 71.82
gu 81.94 84.07 90.74
ml iINLTK 86.35 83.65 95.87
mr  Headlines 83.06 81.65 91.40
ta 90.88  89.09 9537
te ACTSA 46.03 4251 52.58

Average 69.25 68.32 75.80

FT-W: pre-trained FastText (Wikipedia). FT-WC: pre-trained FastText (Wikipedia+CommonCrawl)



IndicBERT

‘ T\' T-t'" T: cesn 7:,

ALBERT

https://indicnlp.aidbharat.org/indic-bert

https://huggingface.co/ai4bharat/indic-bert
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Pre-trained Indic LM for NLU applications
Large Indian language content (8B tokens)
o 11 Indian languages
o +Indian English content
Multilingual Model
Compact Model (~¥20m params)
Competitive/better than mBERT/XLM-R
Simplify fine-tune for your application
10k downloads per month on HuggingFace


https://indicnlp.ai4bharat.org/indic-bert
https://huggingface.co/ai4bharat/indic-bert

IndicBART

Where did _ from ? </s>Who _| __ </s> <En>

_MB . s> Fh _</s> <la>

Who am | ? </s> Where did | come from ? </s> <En>

<En>Who am | ? </s> Where did | come from ? </s>

ENU» &, </s> BB . </s><Ja> [

<Ja>EFN Ue» B . </s> BB . <s>

f
4 fg ar
%n-ﬁ@ms

t Pre-training

~

https://indicnlp.aidbharat.org/indic-bart

Pre-trained Indic S2S for NLG applications
Large Indian language content (8B tokens)
© 11 Indian languages
© + Indian English content
Multilingual Model
Compact Model (~224m params)
Single Script
Competitive with mBART50 for MT and
summarization
Simply fine-tune for your application

Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan, Ratish Puduppully, Mitesh M. Khapra, Pratyush Kumar. IndicBART: A Pre-trained Model for Natural Language Generation of Indic Languages.
Arxiv preprint 2109.02903. 2021.


https://indicnlp.ai4bharat.org/indic-bert

Future Possibilities

Monolingual Data Benchmark datasets

e lLanguage coverage e Diverse & challenging tasks

e Larger Monolingual Crawls e Language coverage

e Release more metadata _
e Zeroshot evaluation

e NLG datasets

e Offensive Text Filtering
Pre-trained models

e Language coverage
e Train on larger data
e Incorporate parallel data
e Model distillation recipes



Samanantar

The Largest Publicly Available Parallel Corpora Collection for 11
Indic Languages

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Raghavan AK, Ajitesh Sharma,
Sujit Sahoo, Harshita Diddee, Mahalakshmi J, Divyanshu Kakwani, Navneet Kumar, Aswin Pradeep, Srihari Nagaraj,
Kumar Deepak, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh Shantadevi Khapra

Al4Bharat, EkStep, [ITM, Microsoft, RBCDSAI, Tarento

TACL 2022



11 Languages + English
- Assamese, Bengali, Hindi, Gujarati, Marathi, Odia, Punjabi
- Kannada, Malayalam, Telugu, Hindi

#lang-pair #sent-pair (million)
4x increase over existing corpora
English-Indic languages 11 49.7 g P
Sentence pair similarity scores available
Indic-Indic languages 55 83.4
Source en-as en-bn en-gu en-hi en-kn en-ml en-mr en-or en-pa en-ta en-te | Total
Existing Sources 108 3,496 611 2,818 472 1,237 758 229 631 1,456 593 [ 12,408
New Sources 34 5,109 2457 7,308 3,622 4,687 2869 769 2349 3,809 4,353 |37,366
Total 141 8,605 3,068 10,126 4,094 5924 3,627 998 2980 5,265 4,946 |49,774
Increase Factor 1.3 2.5 5 3.6 8.7 4.8 4.8 4.4 4.7 3.6 8.3 4

#sentences (in millions)

https://indicnlp.ai4bharat.org/samanantar



https://indicnlp.ai4bharat.org/samanantar

Parallel Corpus Sources

Existing Sources New Mined Data

Comparable Monolingual

Machine Readable Machine non-readable
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Mining from monolingual corpora is the largest contributor to Samanantar



Compiling all the existing sources

https://github.com/Al4Bharat/indicnlp_catalog#Parallel TranslationCorpus

1. All the sources from OPUS were selected as of 21st March 2021 (13 Sources)
a. ELRC 2922, GNOME, KDE, Ubuntu, Global Voices, JW300, Mozilla-I10n, Open subtitles,
TED 2020, Tanzil, Tatoeba, Bible-eudin, Wiki-Matrix
2. All the recent releases of shared tasks, papers, and open sources data (14 Sources)
a. ALT, BanglaNMT, CVIT-PIB, IITB, MTEnglish20dia, NLPC, OdiEnCorp 2.0, PMIndia V1,
SIPC, TICO19, UFAL, URST, WMT-2019-wiki24 , WMT-2019-govin
3. Total of 12.4M sentences from English to 11 Indian Languages

There’s no public model available trained on all the existing parallel data

*cited at the end


https://github.com/AI4Bharat/indicnlp_catalog#ParallelTranslationCorpus

Existing sources of
parallel data

en-as en-bn en-gu en-hi en-kn en-ml en-mr en-or en-pa en-ta en-te Total
JW300 46 269 305 510 316 371 289 - 374 718 203 3400
banglanmt - 2380 - - - - - - - 2380
iith - - 1603 - - - - - - - 1603
cvit-pib - 92 58 267 - 43 14 94 101 116 45 930
wikimatrix® - 281 - 231 - 72 124 - - 95 92 895
OpenSubtitles - 3N 81 - 357 - - 28 23 862
Tanzil 185 - 185 - 185 - - 92 - 647
KDE4 6 35 31 85 13 39 12 8 78 79 14 402
PMindia V1 7 23 42 50 2 27 29 32 28 33 33 333
GNOME 29 40 38 30 24 23 26 21 33 31 37 332
bible-uedin - - 16 62 61 61 60 - - - 62 321
Ubuntu 21 28 27 25 2 2 26 20 29 25 24 269
ufal - - - - - 167 - 167
sipe - 21 - 38 - 30 - - 35 43 166
GlobalVoices - 138 - 2 - - 32 1 - 142
TED2020 <l 10 16 46 2 6 22 - 752 1 5 120
Mozilla-110n 7 21 - <l 12 13 15 8 - 17 25 119
odiencorp 2.0 - - - - 91 - 91
Tatoeba <l 5 <l 11 <l <1 53 <1 < <€} :<l 71
urst 65 - - - - - - 65
alt - 20 20 - - - - - - 40
mtenglish2odia - 35 35
nlpe - - - - 31 - 31
wmt-2019-wiki - 18 - - 18
wmt2019-govin - - 1 - - 11
ticol9 - <l <) <3 <l <l <l - <l <1 <l 6
ELRC_2922 - <l - <l - <l - <l «I 1
Total 108 3496 611 2818 472 1237 758 229 631 1456 593 12408



Mining from Machine Readable Sources

1. Identified 12 websites which publish content in multiple Indian languages
a. DriveSpark, Onelndia, NativePlanet, MyKhel, Newsonair, DW, TimesofIndia, IndianExpress,
GoodReturns, CatchNews, DD National

2. Identified 2 Educational sources
a. NPTEL, Khan Academy
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Pipeline from Extraction to Alignment

Web Crawling and ]
Scraping 23 | G

4
s Reduce Search Alignment with | " ‘ ’
Tokenization Space LaBSE Post Processing ]

[ Youtube Scraping J
1

https://youtube-dl.org
https://www.crummy.com/software/Beautiful Soup
https://pypi.org/project/selenium
https://pypi.org/project/indic-nlp-library/

b S


https://youtube-dl.org
https://pypi.org/project/selenium

Alignment with LaBSE

Language agnostic BERT Sentence Embedding

LaBSE is a multilingual model trained on 17B monolingual
sentences and 6B parallel sentences using the MLM (Masked
Language Modelling), TLM (Translation Language Modelling)
and margin-based task

Translation Ranking Task

4. LaBSE provides high-dimensional vector(768) for a given
input sentence

We use cosine similarity as the similarity metric

6. Select the sentence with the maximum similarity

N —

(98]

W

—— Add Additive Margin

[TTTT]

Share

Transformer

Embedding Network

Initialize

Transformer
Embedding Network

Pre-trained BERT

nitialize

Source Text

Target Text

Feng, F., Yang, Y., Cer, D.M., Arivazhagan, N., & Wang, W. (2020). Language-agnostic BERT Sentence Embedding. ArXiv, abs/2007.01852.

https://tthub.dev/google/LaBSE/2



https://tfhub.dev/google/LaBSE/2

Post Processing

1. Select only sentences with LaBSE alignment score greater than 0.75

2. The LaBSE Alignment Score (LAS) threshold of 0.75 has been chosen based on manual verification of
the sentences

3. More about the threshold in Analysis section

4.  Dedup the sentence pairs

5. Drop sentences with less than 4 words

6. Drop sentences if language identified as anything other than intended language [polyglot]

https://github.com/aboSamoor/polyglot



Mining from Non-Machine Readable Sources

1. Documents published from parliament proceedings
2. Speeches from AP and TS Legislative Assemblies
3. Speeches from Bangladesh Parliament

1 2
S Reduce Search Alignment with y
[ OCR ]—>[ Tokenization H Space H LaBSE Post Processing J

L. https://cloud.google.com/vision/docs/ocr
2. https://pypi.org/project/indic-nlp-library/
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LSIN TAMIL N_VALJU'

Tamil Nadu will be amongst India’s most economically
prosperous states by 2023, achieving a three-fold growth in
per capita income (in real terms) over the next 7 years to be
on par with the Upper Middle Income countries globally.

Tamil Nadu will exhibit a highly inclusive growth pattern - it
will largely be a poverty free state with opportunities for
gainful and productive employment for all those who seek it,
and will provide care for the disadvantaged, vulnerable and
the destitute in the state.

Tamil Nadu will be India’s leading state in social development
and will have the highest Human Development Index (HDI)
amongst all Indian States.

Tamil Nadu will be known as the innovation hub and
knowledge capital of India, on the strength of world class
institutions in various fields and the best human talent.

Tamil Nadu will preserve and care for its ecology and

heritage.

2
STATE YOUTH POLICY



e About 65% of the persons targeted for skill development, who would have
studied upto secondary school, would be provided with training on basic

8
STATE YOUTH POLICY

skills for a variety of livelihoods. About 33% would have already undergone
formal education as part of vocational training programmes or in colleges,
while the remaining top 2% would be top echelon professionals.



Going beyond comparable corpora

e Discovering parallel sources is non-trivial
e Not necessarily Regular URL patterns across websites
e Parallel content can exist across different domains

e Sometimes, it is difficult to say that the websites are parallel

Audacious goal: can we mine parallel data from just large monolingual corpora

Holger Schwenk, Guillaume Wenzek, Sergey Edunov, Edouard Grave, Armand Joulin. CCMatrix: Mining Billions of High-Quality Parallel Sentences
on the WEB. 2019. arXiv:1911.04944


https://arxiv.org/search/cs?searchtype=author&query=Schwenk%2C+H
https://arxiv.org/search/cs?searchtype=author&query=Wenzek%2C+G
https://arxiv.org/search/cs?searchtype=author&query=Edunov%2C+S
https://arxiv.org/search/cs?searchtype=author&query=Grave%2C+E
https://arxiv.org/search/cs?searchtype=author&query=Joulin%2C+A
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32 o TR Sontante Mohandas Karamchand Gandhi (/ gm i, ‘geendi/;?] 2 October 1869 — 30 January 1948) was an Indian lawyer,?! anti-colonial nationalist,’*) and
PDF &r0¢° Bocw¥od 91 Jm8 Current events R Mahatma
) anest Ert) 92 &S Random article political ethicist, 5] who employed 1t resi to lead the ign for India's i from British rule,® and in turn Mohandas Karamchand Gandhi
ot Eseet 93 JegiEro About Wikipedia inspired movements for civil rights and freedom across the world. The honorific Mahatma (Sanskrit: "great-souled”, "venerable"), first applied to him in _
= 9.4 @8r0% Contact us 1914 in South Africa, is now used throughout the world.[71(€]
Wikimedia Commons 95 GOAR D0 oy
Wikiquote 10 DBIPO Born and raised in a Hindu family in coastal Gujarat, western India, Gandhi trained in law at the Inner Temple, London, and was called to the bar at
Wikisource - a:: 56 Contribute age 22 in June 1891. After two uncertain years in India, where he was unable to start a successful law practice, he moved to South Africa in 1893, to
@B g o ~11_? ampen, DD Help represent an Indian merchant in a lawsuit. He went on to live in South Africa for 21 years. It was in South Africa that Gandhi raised a family, and first
Learn to edit employed nonviolent resistance in a campaign for civil rights. In 1915, aged 45, he returned to India. He set about organising peasants, farmers, and
Community portal urban labourers to protest against ive land-tax and discrimi ip of the Indian National Congress in 1921, Gandhi led
Recent °_“a"9°5 nationwide campaigns for easing poverty, expanding women's rights, building religious and ethnic amity, ending untouchability, and above all for
Liokiadie achieving Swaraj or self-rule.!]
Tools The same year Gandhi adopted the Indian loincloth, or short dhoti and, in the winter, a shawl, both woven with yarn hand-spun on a traditional Indian
What links here spinning wheel, or charkha, as a mark of identification with India's rural poor. Th he lived in a self icient residential
Related changes ate simple vegetarian food, and undertook long fasts as a means of self-purification and political protest. Bringing anti-colonial nationalism to the
Seecl pades common Indians, Gandhi led them in challenging the British-imposed salt tax with the 400 km (250 mi) Dandi Salt March in 1930, and later in calling Studio photograph of Gandhi, 1931

P link
STaneR N for the British to Quit India in 1942. He was imprisoned for many years, upon many occasions, in both South Africa and India.

Page information Born Mohandas Karamchand Gandhi
Cite this page Gandhi's vision of an independent India based on religious pluralism was challenged in the early 1940s by a new Muslim nationalism which was 2 October 1869

Wikidata item ing a Muslim t carved out of India.l'%) In August 1947, Britain granted independence, but the British Indian Empire!'®) was :::;:";:;' RERRER
Printlexport partitioned into two dominions, a Hind jority India and Musli jority Pakistan.I'"] As many displaced Hindus, Muslims, and Sikhs made their Died 30 January 1648 (aged 78)
Download a3 PDF way to their new lands, religious violence broke out, especially in the Punjab and Bengal. ing the official ion of i in Delhi, New Delhi, India

Gandhi visited the affected areas, attempting to provide solace. In the months following, he undertook several fasts unto death to stop religious
violence. The last of these, undertaken on 12 January 1948 when he was 78,12 also had the indirect goal of pressuring India to pay out some cash
In other projects assets owed to Pakistan.['2] Some Indians thought Gandhi was too accommodating.!'213] Among them was Nathuram Godse, a Hindu nationalist, Monuments Raj Ghat,
Wikimedia Commons who assassinated Gandhi on 30 Januarv 1948 bv firina three bullets into his chest [13] Gandhi Smriti

Printable version Cause of Assassination
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What helps scaling to large datasets

Simple similarity metric (cosine similarity)
o Distance from binary argument functions can’t scale (e.g. COMET score)

Approximate nearest-neighbourhood search
Compressed indexes to fit indices in GPU memory
Distributing indices over multiple GPUs

Searching over multiple indices (to speed up searches)



Recomputing the Cosine Similarity

Mean: 0.60

~

1. Variance on cosine similarity computed
on the low-dimension vectors

(2]

2. Recompute the cosine similarity on the

v
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(Approximate) Cosine Similarity computed by FAISS



Qualitative Analysis of the parallel corpus

10000 samples manually evaluated using 30+ annotators across 11 languages
Using SemEval-1 guidelines for cross-lingual semantic textual similarity
Available fOI' cross-lingual STS studies (https://storage.googleapis.com/samanantar-public/human_annotations.tsv)

1. Sentence pairs included in Samanantar have high semantic textual similarity (STS)
a. avg:4.17, min: 3.83, max: 4.82 (out of 5)

2. Quality depends on resource size
a. Highest: hi, bn
b. Lowest: as, or

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1.
Semantic textual similarity, monolingual and cross-lingual evaluation. SemEva.


https://storage.googleapis.com/samanantar-public/human_annotations.tsv

Task Instructions

Instruction Score Sample sentence pairs

Sentences are completely dissimilar 0 He is a strokemaker.
@6uiy 6 CQFUN6IT 6rVGLOTSSIT (he is a chain smoker)

Sentences are dissimilar but topically related 1 Can we save our lakes from global warming?

33 Uit & hReT STeldrg IRAde ¥ T aRE (Will cold water corals survive climate change?)

Sentences are dissimilar but agree on some details 2 Going smoke-free
Len&uNeLeurm GUITE) (smoke free Boghi festival)

Sentences have differences in important details 3 The province is divided into ten districts.
Ah5 LTI L 5608 M) LOGVITL_VRISHETTSHL mlj]g,gjmmmn. (The province is divided into 6 districts.)

Differences in details are not important 4 Maruti Suzuki To Add More CNG Models, Hybrids
ATETT W Hruatstl Alsall H LIl 3aTh (Maruti Suzuki to increase CNG models)

Complete semantic similarity 5 They can’t come out from their houses.

T TR Akt €T UTa. (They can’t get out of their homes)

SemEval-2016 Task 1 Cross-lingual STS annotation guidelines

Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, German Rigau, and Janyce Wiebe. 2016. SemEval-2016 task 1.
Semantic textual similarity, monolingual and cross-lingual evaluation. SemEval.



Mining between Indic Languages

Mine Indic-Indic parallel corpora from English to Indic corpora

© ()
e Q Open the door

ORO Y

English-centric Complete

83.7 million sentence pairs for 55 language pairs

Markus Freitag and Orhan Firat. 2020. Complete multilingual neural machine translation.WMT.
Annette Rios, Mathias Miiller, and Rico Sennrich. 2020. Subword segmentation and a single bridge language affect zero-shot neural machine translation. WMT



I n d i CTra n S https://indicnlp.ai4bharat.org/indic-trans

e g ————— e Trained on Samanantar parallel corpus

e Multilingual Model (en—lIL, IL—en, IL—IL)
Where did _ from ? </s>Who _| __ </s> <En> <En>Who am | ? </s> Where did | come from ? </s> . . Single Script
L e R e Modelsize: (~430m params)
'""“"""‘”’“"" e Best open-source model
SBRCE e SRl N e e ® Deployed in the Supreme Court of India &
' Bangladesh
ar 3 o e Training/fine-tuning/inference scripts available

Gowtham Ramesh, Sumanth Doddapaneni, Aravinth Bheemaraj, Mayank Jobanputra, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, Mitesh
Khapra & others. Samanantar: The Largest Publicly Available Parallel Corpora Collection for 11 Indic Languages. TACL. 2022.


https://indicnlp.ai4bharat.org/indic-bert

Key Results

e Compilation of existing resources was a fruitful exercise.
e IndicTrans trained on Samanantar outperforms all publicly available open source models.
e IndicTrans trained on Samanantar is competitive with commercial systems.

e Pre-training needs further investigation. formance gains are higher for low resource

languages.



X-en en-x
Model GOOG MSFT CVIT OPUS mBART TF mT5 IT A |GOOG MSFT CVIT OPUS mBART TF mT5 IT A
WAT2021
bn 206 218 - 11.4 47 242 248 296 48| 73 114 122 - 05 133:13:6 153 17
gu 329 345 - - 6.0 33.1 346 403 57| 16.1 224 224 - 0.7 219 248 25.6 0.8
hi 36.7  38.0 - 133 331 388 392 439 47| 328 343 343 114 277 359 36.0 38.6 2.6
kn 246 234 - - - 235 278 364 86| 129 16.1 - - - 121 173 19.1 1.8
ml 272 274 - 3.7 19.1 263 268 34.6 73| 106 7.6 114 15 e 1120 72 143 33
mr 261 277 - 0.4 11.7 267 276 335 59| 126 157 165 0.1 1.1 163 17.7 20.1 24
or 237 274 - - - 237 - 344 70| 104 146 163 - - 148 - 189 26
pa 359 359 - 8.6 - 36.0 37.1 43.2 6.1 22 28.1 - - - 298 31. 33.1 21
ta 235 248 - - 26.8 284 278 33.2 48| 9.0 11.8 11.6 - 111 12507132 13.5 03
te 259 254 - - 43 268 285 362 7.7 | 7.6 85 80 - 06 124 75 141 17
WAT2020
bn 170 172 181 9.0 62 163 164 20.0 19| 6.6 83 85 - 0.9 8.7 93 114 2.1
gu 21.0 220 234 - 30 16.6 189 24.1 0.7 | 108 128 124 - 0.5 97 118 153 2:5
hi 226 213 230 8.6 190 21.7 215 23.6 0.6 | 161 156 160 6.7 134 174 173 200 2.6
ml 173 165 189 5.8 135 144 154 204 15| 56 55 233 1.1 1.5 52 36 712 16
mr 181 186 195 05 92 153 16.8 204 09| 87 101 96 02 1.0 98 109 12.7 18
ta 146 154 17.1 - 16.1 153 149 183 13| 45 54 46 - 55 50 52 62 07
te 15.6 151 1317 - 51 12.1 142 185 29| 55 70 56 - 1.1 50 54 7.6 07
WMT
hi 313 301 246 13.1 257 253 260 29.7 -1.6| 246 242 202 79 183 23. 238 255 09
gu 304 299 242 - 56 168 219 251 -54| 152 175 126 - 0.5 9.0 123 17.2 -03
ta 275 274 171 - 20.7 166 175 24.1 -34| 96 100 48 - 6.3 58 7.1 99 -0.1
UFAL
ta 251 255 199 - 247 263 25.6 30.2 3‘9‘ 7.7, 10.1 72 - 92 113 119 109 -1.0
PMI
as - 16.7 - - - 74 - 299 13.2‘ - 10.8 - - - 35 - 116 08




X-€n en-x

Model GOOG MSFT CVIT OPUS mBART ITT IT |GOOG MSFT CVIT OPUS mBART ITT IT

as - 249 - - - 17.1 23.3 - 13.6 - - - 70 69
bn 346 312 - 17.9 94 301 322| 281 229 79 - 1.4 182 203
gu 40.2 354 - - 48 306 343| 256 27.7 14.1 - 0.7 194 22.6
hi 442 369 - 186 326 343 379 387 318 257 137 222 322 3458
kn 322 305 - - - 19.5 28.8| 32.6 220 - - - 99 189
ml 346 341 - 9.5 240 265 31.7| 274 211 66 44 30 109 16.3
mr 361 327 - 0.6 148 27.1 30.8| 198 183 85 0.1 1.2 12.7 16.1
or 31.7 31.0 - - - 26.1 30.1| 244 209 79 - - 11.0 13.9
pa /e 351 - 9.9 - 30.3 35.8| 27.0 285 - - - 21.3 26.9
ta 319 298 - - 223 242 28.6| 28.0 200 79 - 87 10.2 16.3
te 38.8 373 - - 155 290 335| 306 305 82 - 45 17.7 22.0

Table 7: BLEU scores for En-X and X-En translation for FLORES devtest Benchmark. ITT is IndicTrans
trained only on existing data. We bold the best public model and underline the overall best model.



Future Possibilities

Training Data Model

Language Coverage
Use larger monolingual corpora
Mine longer sentences

Filtering strategies
o  COMET, PRISM, etc.

Language Coverage
Romanized/code-mixed input
Compact/distilled models

[ J
o
[ J
¢ Better multilingual transfer

Benchmark data

e Create benchmark testsets
o  Source-original
o Multi-domain

e Create human judgment pool for studying
evaluation metrics



IndicWav2Vec
Towards Building ASR Systems for the Next Billion Users

Tahir Javed, Sumanth Doddapaneni, Abhigyan Raman, Kaushal Santosh Bhogale, Gowtham Ramesh, Anoop
Kunchukuttan, Pratyush Kumar, Mitesh M. Khapra

Al4Bharat, IITM, Microsoft, RBCDSAI,

AAAI 2022



Raw Speech Corpora

e ~17,000 hrs
40 languages

o All 22 languages in the 8™ Schedule

o Balanced across languages
4 language families

Speaker/channel diversity
No background noise
Predominantly target language

https://indicnlp.ai4bharat.org/indicwav2vec/
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https://indicnlp.ai4bharat.org/indicwav2vec/

YouTube Data Extraction

= Audio data
Identify : Download xtract
URLs S| Sy e ' Video Audio ’

(manual) (manual) (voutube-dl) (FFMPEG)

Audio Data Pre-processing

Remove
g Silences by
VAD

Remove Noisy
content by
SNR Ratio Filtering

Up/downsample

(16k)

(FFMPEG) (py-webrtcvad6)



Unsupervised Pre-training

e Follows Wav2Vec 2.0 architecture
e Inspired by BERT pre-training in NLP

e Quantization to learn discrete targets for
semi-supervised learning

e Masking + contrastive loss

e Temperature sampling to address data
imbalance

e Initialize with English wav2vec 2.0

e Model variants:
o BASE (95m)
o LARGE (317m)

context representation C'

_____________________________

latent represe:tation i%ﬂ- f 'if'i'f'ft{ B

vV ¥V VvV SN
4 //// - il >/CNN/ /\ i N
speech X —— ~M—*W"‘*’m~w_.
wav2vec 2.0




Finetuning

e Add Linear Projection head Characters: i R AL EMEE ,
Pinyin+T: tal de5 biao3 xian4 ye3 geng4 jial quan2 mian4
Pinyin-T:  ta de biao xian ye geng jia quan mian

context representation C'

e CTC Loss I

e SpecAugment for data augmentaton | I

PRt SN Ry

e Finetune all params except feature -.:j°"'|'as“ve 3
ot self-attention layers
encoder _
veq:J:Sr:Inlt:(:ion --------- I ........... t ‘‘‘‘‘
latent rep?esentation [ ( f 7' 77 ﬁ
Z / y j/’ CNN y N

. speech X -M**»N_
Decoding

wav2vec 2.0

LM: 6-gram trained on IndicCorp
Lexicon-based beam search decoder (Flashlight)

y|

y" = argmaxy, log pan(y) + alog pras(y)



Key Results and Observations - |

e Pretraining significantly improves the performance on benchmark datasets.
e Our pretraining data has more diversity, better distribution of data across
languages

o Result - It generalises better for languages not seen during pretraining.
e The LARGE model consistently outperforms the BASE model.
e Starting with English wav2vec checkpoint saves compute resources
e The Language Model plays an important role.

o Especially when limited training data is available
e Finetuning data size: very small data size (~1hr) not sufficient

O  unlike results on English Wav2Vec: Pre-training size? Language characteristics?



Key Results and Observations - |l

MSR | MUCS | OpenSLR

gu ta te | gu hi mr or ta te | bn ne si
MO: No pretraining 46.0 375 355|532 48.1 87.1 734 448 447 | 360 788 37.0
M1: IndicW2V,, (EkStep data) 234 240 258 | 303 180 265 287 299 332 | 19.7 144 31.0
M2: IndicW2V, (our data) 228 2377 249 | 294 178 243 272 293 319 | 18.1 138 243
M3: IndicW2V, (our data) 205 221 229|262 160 193 256 273 293 | 166 119 248
M4: + LM 166 149 144 | 180 163 148 19.0 254 224 | 143 13.0 18.6
M5: +LMiarge 11.7 13.6 110 | 172 147 138 17.2 250 205 | 13.6 13.6 -
Mé6: + augmented lexicon 123 15.1 124 | 148 105 122 219 200 152 | 106 9.7 -
MT7: + Rescoring 119 148 120|143 95 11.7 206 195 151 | 105 94 -

Table 3: Comparison of different choices for pretraining, fine-tuning, and decoding. IndicW2V; and IndicW2V;
refer to our base and LARGE models respectively. LM, q1 refers to the language model trained using transcripts

from the training and validation data and LM;,,¢. refers to the one trained using IndicCorp in addition to the
transcripts.



SOTA results on ASR Benchmarks

hi gu mr or ta te
Baseline  27.45 2598 2041 3128 35.82 29.35
CSTR 1433 2059 1579 2534 23.16 21.88
BSA 16.59 2130 15.65 17.81 2859 2537
EM 17.54 20.11 20.15 19.99 2852 26.08
EkStep 1224 30.65 39.74 27.10 2720 2243
Uniphore 22.79 22.79 149 2955 188 28.69
Lottery 17.81 23.62 5878 17.74 30.69 27.67
HITH 31.11 2694 338 37.19 35.03 17.00
MS5: 14.7 17:2 13.8 172 250 205
Mé6: 10.5 14.8 122 219 200 15.2

gu ta te

Baseline (Srivastava et al., 2018) 198 194 226
Jilebi (Pulugundla et al., 2018) 140 139 147
Cogknit (Fathima et al., 2018) 177 160 17.1
CSALT-LEAP

(Srivastava et al., 2018) . 163 176
ISI-Billa (Billa, 2018) 193 196 209
MTL-SOL (Sailor and Hain, 2020) 184 163 18.6
Reed (Sen et al., 2021) 16.1 199 20.2
CNN + Context temporal features

(Sen et al., 2020) 184 243 252
EkStep model* 19.5 221 219
MS5: 1.7 13,6 110
Mé6: 123 151 124

Table 8: Comparison of our best models (M5, M6) with
the the top performers from the MUCS 2021 leader-
board. Individual best models from the leaderboard are
underlined.

Table 9: Comparison of our best models (M5, M6) with
the the top performers from the MSR 2018 leaderboard
as well as other recent state of the art methods.

bn ne si
Baseline (Shetty and Umesh, 2021) 179 129 21.8
Ekstep model” 152 13.8 200
M4: 143 130 18.6
M6: 10.6 9.7 -

Table 10: Comparison of our best models (M4, M6)
with state-of-the-art results reported in the literature. *
The Ekstep model was fine-tuned by us.



Future Possibilities

Increase pre-training corpus size
Collect supervised training data
Combining supervised and unsupervised objectives

Create benchmark testsets
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Indian Sign Language (ISL)

People - Data - Models

with Advaith, Gokul, Prem, Mohit, Vivek, Manohar, Mitesh, Roshni
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Context

3

> 5 million

Size of the Deaf
community in India

8888

Education

<1% has formal
education in ISL

@@\\

Indian Sign Language (ISL)

Primary means of
communication for the
community

[

Unemployment

76% within the
Deaf community

Data Poverty

No large publicly available
dataset on ISL



People

First large-scale survey of challenges of Indian Deaf

125



I°=[1 Online forms
Method = ic
et —— 131 participants

1:1interviews with
interpreter
15 participants

—n

Where do you find it difficult to communicate
with hearing people? (Select all that apply)
None I 145
I 22 .9
I 3.7

While shopping
Restaurants
Buses, trains, autos I 29.0
I 36.6
I 38.0

I 4 1.2

Doctor
Family
Bank
Phone calls
Work

I 2.7
I 534

0.00 10.00 20.00 30.00 40.00 50.00 60.00
Percentage of Respondents

How do you communicate with your co-workers?

Others N 3.1

None HH 8.4

Slack WM 99

Google Meet N 23.7

Microsoft Teams NN 25.2

Zoom NN 43.1

Email I 6.4

Whatsapp

0.0 20.0 40.0 60.0 80.0

Percentage of Respondents

= ——————————— W

100.0

1Zb




Survey findings

ISL Diversity

Stigma

Grammatical issues
Challenges at workplace
Issues with tools



Survey findings

ISL Diversity

Stigma

Grammatical issues
Challenges at workplace

Issues with tools

“The sign for ‘marriage’is shown
by a mangalsutra necklace in
Chennai, while in Hyderabad it
is shown by the holding of
hands.”

128



Survey findings

ISL Diversity

Stigma

Grammatical issues
Challenges at workplace

Issues with tools

‘I go start my exercise walking
now it

instead of

“I shall now start my walking
exercise’.

129



Survey findings

ISL Diversity

Stigma

Crammatical issues
Challenges at workplace
Issues with tools

“Now | want to go to the next
level... But my manager is not
able to understand what I'm
trying to say. If | have to write
and ask about the promotion,
the management team will be
asking questions... | am afraid
that they will give me lecture on
it, so its better to not talk about
it”

130



Data

Collaborative data collection

131



Collect data while teaching a course @
National Institute of Speech and Hearing

Our
instructors

‘ %

|

132



English for workplace course (8 weeks)

1. Introducing yourself 2. Knowing about job 3. Talking to HR 4. Meetings

2 Talking to HR [Human Resources] Unit - & - Sentences srcund Meetings
Introducing Yourself Knowing more about your Job
(Setting them up — tking Minutes of the mecting (Mo etz..)

ive: Introduce yourselvas to your friends and colleagues at Objective: Understanding the importance of knowing more about your Job 2 ! - ik enefits 1 splt omd Objecthve: To understand the concept and impartance of office meetings and to partcipate.
work place. and to be able to communicate at workplace effectively. other fegal things [n the meetings.
5 RS iob is — ” i : Key: Misstings are conductad to have 3 clese objective, whether the meeting ks nooded to
“The Key to a good introduction is to smile and be confident” ;Mltzymhmmmywpbls Ask questions. It is the best way AEJET0 et Dusbess o gosr guEstie 64 Hamow femseces Sencrate new ideas, o gather Information, or to make decisions.
Step 1: Greet the Person B S Moeting Human resource department to complete your documenestion / paperwork will be coe What & @ Moeting / Define Mser

Hello! | 2m o th part of your jolning formalities. You may have some doubts or questions 3bout your satary/ A mecting iz 3 gathering of fw or mare acoale Sor the purpose of making decidions or

Ajay Organization tanes/ benefies which can be s further. discussing company objectives and operations. M

office. Mectings allaw cvaryane to werk towards 3 cammon goal,

Cood <morning = or hello Sir/Madam/<Name>

ings are gencrally conducted in person in an
For example:
Cood morning / afternoon <name of any one

Mactings are very impartant - If done well Meetings help poople foct incuded,
truzted and make the team members foel Important, as wed as Gving them the

opportunity to contribute to the success of companies.

participant> @ 0 ﬂ
‘ ’ <
Step 2: Share your name A a 2
I am <Name> o tae YO S S
Tosayulselq:ilanmjlhyulnmdwh?!a
i dlear understanding of your job. Meeting wizh HR Perzannel

Mecting with Team

7. Interviews 8. Examination

Session - 1: How to prepare for an Interview.

5. Taking leave 6. Promotions

Uniz -5 - Taking Leave Unit - 6 - Discusslons around Promotions and Negatiating Fay

Learn how to have discussion on promotions and on negotiating pay.

Objective: To understand the Importance of knowng the stages and how to peepare for an interview
Key: To Understand the seasitivity of ncgotiating pay / money talking

q of work effectively. .
¢ the most vo & difficut come to have with your superiors e T e

What & taking feave / Define leawe L L]
1o erviews provide 3n oppartunky for you and X'L LN

e it fin'r.ermeu;; Written exam
N and

(4 ® ioni
® A promation typically sllows an employee to ‘What Is an Interview / Define Interview? Slgn I ng test

progress to 3 higher leved of responsibility and

Alcawe b request or permission taken from an Immediate rest higher level of authaeity, wha naemslly ol st

supervees your / (employes’s) work. This raquest < approved by the Immediate manager and then
upcriiees vour / (emplomay ks Y " = 4 ob promation & when an employer moves 3n emplayee

forwarded to KA.

up In 3 bighor pasiicn within an arganizatice after grading

Taking a leave or taking day off from wark can be necessary or at times important basad on 3a thelr performance

emergency for ¢.§. Employees take 3 ksve becauze of 3a iliness, the necd to care for 3 clase family

member with an finess, 3 dexth in the family (somctimes calied funeral), the birth cf 3 child, wedding
otc.

An Intenview & 3 comversation / moeting between poople, where

higher levels of autharity within the organization.
o = you will be examined / questicnad / evaluated, on your

® Being offered a promotion is one of the best

3 qualification / skills, required for the job.
life that calls for 3 celebration.
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Dashboard

Karya app
7 4603 29

app versions sentences contributors

Submit Homework / Get New Homework

Crucial tool for online education for Deaf
given low penetration of formal education




Models

OpenHands Library



Open-source pose-based efficient models

American Chinese Argentinian Indian Turkish
WLASL200  DEVISIGN_ LSAG4 INCLUDE AUTSL
0 L

On CPU real-time

Transformer-based networks
| => = achieving SOTA results on most

angpRessands Github repo
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https://arxiv.org/pdf/1910.11006.pdf
https://arxiv.org/pdf/1910.11006.pdf
https://ieeexplore.ieee.org/document/8466903
https://ieeexplore.ieee.org/document/8466903
https://core.ac.uk/download/pdf/76495887.pdf
https://dl.acm.org/doi/10.1145/3394171.3413528
https://arxiv.org/pdf/2008.00932.pdf
https://arxiv.org/pdf/2007.12530.pdf
https://github.com/AI4Bharat/OpenHands

Selt-supervised learning for sign language

Pre-training trick

With unlabeled video learn what sign language “looks like”
Then fine-tune on smaller amount of labelled data

1,129 hours 91.2to 94.7
of ISL videos accuracy on INCLUDE
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Additional benefits for pre-training

Dataset Videos per No Pretraining
(Language) word pretraining on ISL
Full — Avg 17 91.2 94.7
INCLUDE
(Indian)

Pretraining is particularly
effective when there are
fewer examples per label

Pretraining in ISL is effectively
transferring to other
languages
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What's next



People
Ludic Design

SO

Joyful and inclusive play
between the Hearing and Deaf

Data

Curating labelled sign language
data from the web
Crowdsourcing 1,000 hours of
labelled data using Karya

Models

Pretrained multilingual models
Open-source pose-based models
for continuous sign language
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".. we must be second
to none in the
application of
advanced technologies
to the real problems of
man and society.”

- Vikram Sarabhai
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Research Roadmap

-

DL Modeling

Model distillation

Model compression
Fast inference

Training with noisy data

/

Self-supervised Learning

Unsupervised + Supervised objectives
Utilizing parallel data
Low monolingual data scenarios

~

)

Multilinguality

Multilingual Generation
Mixture of Experts
Curriculum Learning
Romanized/code-mixed input

~

Multimodal Modeling

Speech understanding
Speech/Image Translation
Multi-task modeling

/




We would love to engage with the community

Help build the IndicNLP
Catalog




IndicNLP Catalog

Evolving, collaborative catalog of
Indian language NLP resources

Please add resources you know of
and send a pull request

Major Indic Language NLP Repositories
Libraries and Tools

Evaluation Benchmarks

Standards

Text Corpora
Unicode Standard

o Monolingual Corpus

°

o Language Identification

o

Lexical Resources

o

NER Corpora

°

Parallel Translation Corpus

o

Parallel Transliteration Corpus
Text Classification

o o

Textual Entailment/Natural Language Inference

°

Paraphrase

o

Sentiment, Sarcasm, Emotion Analysis

o

Question Answering

o

Dialog

o Discourse

Information Extraction
POS Tagged corpus

© o o

Chunk Corpus
o Dependency Parse Corpus
o Co-reference Corpus
Models
o Word Embeddings
o Sentence Embeddings
o Multilingual Word Embeddings
o Morphanalyzers
o SMT Models
Speech Corpora
OCR Corpora
Multimodal Corpora
Language Specific Catalogs

¢ Featured Resources

o Al4Bharat IndicNLPSuite: Text corpora, word embeddings, BERT for Indian languages and NLU resources for Indian
languages.

o |IT Bombay English-Hindi Parallel Corpus: Largest en-hi parallel corpora in public domain (about 1.5 million
semgents)

o CVIT-IITH PIB Multilingual Corpus: Mined from Press Information Bureau for many Indian languages. Contains
both English-IL and IL-IL corpora (IL=Indian language).

e CVIT-IITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann ki Baat speeches.

o iNLTK: iNLTK aims to provide out of the box support for various NLP tasks that an application developer might
need for Indic languages.

o Dakshina Dataset: The Dakshina dataset is a collection of text in both Latin and native scripts for 12 South Asian
languages. Contains an aggregate of around 300k word pairs and 120k sentence pairs. Useful for transliteration.

Parallel Translation Corpus

IIT Bombay English-Hindi Parallel Corpus: Largest en-hi paralle! corpora in public domain (about 1.5 million
semgents)

CVIT-IIITH PIB Multilingual Corpus: Mined from Press Information Bureau for many Indian languages. Contains
both English-IL and IL-IL corpora (IL=Indian language).

CVIT-IITH Mann ki Baat Corpus: Mined from Indian PM Narendra Modi's Mann ki Baat speeches.

PMindia: Parallel corpus for En-Indian languages mined from Mann ki Baat speeches of the PM of India (paper).
Indian Language Corpora Initiative: Available on TDIL portal on request

OPUS corpus

WAT 2018 Parallel Corpus: There may significant overlap between WAT and OPUS.

Charles University English-Hindi Parallel Corpus: This is included in the IITB parallel corpus.

Charles University English-Tamil Parallel Corpus

Charles University English-Odia Parallel Corpus v1.0

Charles University English-Odia Parallel Corpus v2.0

Charles University English-Urdu Religious Parallel Corpus

IndoWordnet Parallel Corpus: Parallel corpora mined from gloss and/or ples for Indian-Indi
language corpora (6.3 million segments, 18 languages).

MTurk Indian Parallel Corpus

TED Parallel Corpus

JW300 Corpus: Parallel corpus mined from jw.org. Religious text from Jehovah's Witness.

ALT Parallel Corpus: 10k sentences for Bengali, Hindi in parallel with English and many East Asian languages.
FLORES dataset: English-Sinhala and English-Nepali corpora

Uka Tarsadia University Corpus: 65k English-Gujarati sentence pairs. Corpus is described in this paper
NLPC-UoM English-Tamil Corpus: 9k sentences, 24k glossary terms

https://github.com/Al4Bharat/indicnlp_catalog



https://github.com/AI4Bharat/indicnlp_catalog

We would love to engage with the community

Help build the IndicNLP
Catalog

Feedback/ feature-requests _ _
on models/datasets Discovering datasources

Educate us on important
usecases




Resources we have created so far

Indic BERT - https://indicnlp.aidbharat.org/indic-bert/

Indic monolingual corpus - https://indicnlp.ai4bharat.org/corpora

IndicNLP suite - https://indicnlp.ai4dbharat.org/home/

Samanantar bitext corpus -
https://storage.googleapis.com/samanantar-public/V0.3/source _wise_splits.zip
Translation models - https://github.com/Al4Bharat/indicTrans

ASR dataset and models - https://indicnlp.ai4bharat.org/indicwav2vec/
INCLUDE dataset - https://zenodo.org/record/4010759

OpenHands sign language models - https://github.com/Al4Bharat/OpenHands



https://indicnlp.ai4bharat.org/indic-bert/
https://indicnlp.ai4bharat.org/corpora
https://indicnlp.ai4bharat.org/home/
https://storage.googleapis.com/samanantar-public/V0.3/source_wise_splits.zip
https://github.com/AI4Bharat/indicTrans
https://indicnlp.ai4bharat.org/indicwav2vec/
https://zenodo.org/record/4010759
https://github.com/AI4Bharat/OpenHands

Thank you!

Website: https://indicnlp.ai4bharat.org
Github: https://github.com/Al4Bharat

Contact: miteshk@cse.iitm.ac.in
pratyush.k.panda@gmail.com
anoop.kunchukuttan@amail.com
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